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Abstract—By the massive available people data in social media, many digital service providers exploit widely this information to improve their services by predicting future requirements of their customers. This prediction mainly needs to study users’ previous behavior and interactions and identify their preferences to provide rigorous recommendations that fulfill their requirements more favorably. Meanwhile, experiments show the prediction methods which exploit representation learning instead of traditional hand-crafted features accomplish better results and more precise predictions. In this study, we take advantage of representation learning method to predict user's future interactions by extracting users embeddings from their reactions history and exploit them in predicting future reactions. In this approach, users embeddings are used in a neural network designed with one-hidden layer and a softmax function in the end layer in order to predict users reactions. The proposed method is evaluated when user embeddings come from two different sources; users reactions history and random walks on the user network. The performance of the method has been evaluated by using a large Flickr dataset including more than 2M users and 11M users reactions sequences. The results show outperforming of the prediction method when it uses the history of user reactions to derive user embeddings.
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I. INTRODUCTION

Nowadays, every aspect of human life has been widely affected by social media. An enormous amount of data is uploaded to Online Social Networks (OSNs) every day which is analyzed and employed to improve the user services provided by those networks. Among the different research directions through analyzing social media data, predicting user’s future behavior in order to serve efficient user services is one of the most attractive studies. User behavior prediction plays a key role in a wide range of applications such as recommender systems, content delivery networks, advertising campaign, election results prediction and the list goes on. User behavior comprises her preferences, her interaction type such as post, comment, share, like, and so on. In this study we will focus on predicting user behavior in terms of her interaction on social media.

Once a post is published on a social network, depending to its interestingness for other users, it could attract a particular amount of user interactions. Predicting the amount of user interactions and more interestingly the users who will react to that particular post are two main trending research tracks.

1In this study, the word interaction is used interchangeably with reaction.

Some studies have focused on predicting the final size of the popularity of a content to provide a vision of trending content [1] [2]. But some others have targeted more details and tried to predict the users who will make a content popular in addition to its final popularity size [3] [4]. This study will focus on predicting the users who will interact with a newly published content in near future.

Usually prediction tasks on social networks are based on learning methods which need features to be used in the model. Finding the most efficient features that provide more accurate prediction is always one of the main challenges on using conventional learning methods such as classification, clustering, regression, etc [5][2]. Recent success stories of deep learning in extracting embedding features have led to exploit this method in different data mining tasks by skipping the manually feature extraction phase [6][7]. Aligned to this research direction, this study aims to take advantage of representation learning in order to learn user features without require to hand-crafted features. It will use users interaction history to extract their embedding features and exploit those features in prediction whether they will react to a post published by one of them.

As users react to posts that they are more interested or have friendship with the posts’ publishers, a sequence of users interactions and their co-occurrence in that sequence can represent their common preferences and interests. The proposed model exploits users’ reaction log as the input of the word2vec model to derive user embedding features. Depending on the type of social network, the reaction of users can be in the form of re-share, like, or comment on the post. Since we use Flikr data in this study, marking a photo as favorite is considered as user reaction. Previously, some models such as node2vec also have extracted user embeddings to exploit in prediction tasks such as multi-label classification [8] [9]. However, the input of node2vec is random walks over the users network graph which are not applicable for our following purpose. Because our goal is to find such features that can represent users tendency to react to a post but not their neighborhood in the graph emerging in random walks can provide this tendency. Therefore, the hypothesis of deriving features from feeding interaction logs to the word2vec model will be followed in this study which provides better features to take their benefit in interaction prediction task. Users embeddings are exploited in a one-hidden layer neural network with a softmax function in the end layer to predict users reactions. We compared the...
results when users' embeddings come from the node2vec model and from the reaction sequences.

Using users' reactions log to learn their embeddings and predict their future interactions are the main contributions of this study. Besides, the proposed model in this paper is general and can be applied to any social networks data. Our experiments show more accurate results compared to other existing approaches which can potentially be used in different recommendation scenarios.

The rest of this paper is organized as follows: Section II summarizes the relevant previous studies. The proposed methodology is presented in Section II-B1. Dataset description and the evaluation results of prediction task are discussed in Sections III-B, and Section IV-B3 concludes the study and points avenues for future research.

II. RELATED WORK

The previous studies relevant to this paper can be summarized in two main parts: (i) popularity prediction on OSNs and (ii) representation learning on social media.

A. Prediction of Popularity

Prediction of popularity is an interesting research topic which can be investigated about users [10] or contents [11]. From the content perspective, once a content is published on a social network, it attracts different amount of users interactions depending on its interestingness, topic, publisher’s reputation, published time and etc. [12] [13]. Meanwhile, some contents are succeeded to attract more user engagements and become popular [14]. Popularity of a content usually assesses by different cascading metrics such as number of likes, shares, views, etc.

Predicting the trend of popularity for a content (which can be a text, video, or image) and more importantly identifying the users who are going to react to that content are very valuable information for different entities such as service providers to rank the content better [15], to early discover of trending posts, to improve recommendations and even to improve their content delivery networks and user experiences [16]. This kind of prediction tasks are mainly based on the features of contents and early adapters. Depending on the social network’s type, adapters can be interpreted as either likers, resharers, viewers, or so on. In [17], popularity of a content is predicted using the structural diversity of early adapters. In other studies, temporal features of early adapters are realized as the most predictive features among different features of content, user and network [2] [5] [1].

Looking the models that have been developed on different content popularity prediction tasks on OSNs shows that most of them focused on predicting the popularity size of contents in future. There are very rare researches on identifying the users who are going to react to the contents published on OSN in future [3]. Although, interactors prediction on OSNs is somehow similar to well-studied rate prediction on recommender systems (RS), but there is a main different which makes RS models improper to apply directly on interactors prediction on OSNs. Rate prediction models on RS are mainly based on interest, whereas OSNs models are primarily based on the mixture of friendship and interest. Petrovic et al. [4] tried to predict interactors using a machine learning method based on the passive-aggressive algorithm. Authors in [18] have proposed a tree-structured long short-term memory network to learn and predict the entire diffusion path of an image in a social network. In [19], authors investigate the sequential prediction of popularity by proposing a prediction framework, by incorporating temporal context and temporal attention into account. Our study is different than the mentioned and other similar studies [20] [21] because of focusing on only users latent likelihood extracted from their reaction history.

B. Latent Representation on OSNs

In previous studies, different learning methods have been used to model social networks prediction tasks [11]. Recently, deep learning methods attract attention of researchers in variety of studies including the prediction tasks through OSNs. These methods have achieved more vivid and appreciated results in comparison to the conventional learning methods [6] [22] [9]. One of the successful deep learning architectures is word2vec model to capture word embeddings in natural language processing applications [23]. It extracts words semantic similarity using a simple architecture.

1) Word2vec: Authors in [23] have proposed two architectures as two new neural word embeddings structures. The first is Continuous Bag-of-Words (CBOW), which predicts the current word based on the context, and the second approach is Skip-gram which predicts surrounding words given the current word. Skip-gram with negative sampling (SGNS), also known as word2vec (a sample is shown in Figure 1) is an efficient method for learning high-quality word representation that captures the semantic relation of a word with its surrounding words in a corpus [6].

The Skip-gram approach trains high quality word vectors using a simple architecture. As shown in Figure 1, the model predicts the surrounding words \((w(t - 2), w(t - 1), w(t + 1), w(t + 2))\) given the current word \(w(t)\). The goal is to find word vector representations that help to predict the nearby words. More formally, given a sequence of words \(w_1, w_2, ..., w_k\), where \(w_i \in W(\text{the vocabulary})\), the goal is...
to maximize:

$$\frac{1}{k} \sum_{i=1}^{k} \sum_{-c \leq j \leq c, j \neq 0} \log p(w_{i+j} | w_i)$$  \hspace{1cm} (1)$$

Noticeably improved results from using word2vec can be seen not only in Natural Language Processing (NLP) [23], but also in other research domains such as social networks [8] [24]. In a method inspired by word2vec [24], authors exploit the same framework of neural word embedding and produce embeddings for items in an item-based collaborative filtering. DeepWalk [8] uses random walks like the sequences of words in word2vec to learn the latent representations of users to use on multi-label network classification tasks. Node2vec [9] is a successful method to extract user embeddings where it maximizes the likelihood of preserving network neighborhoods of nodes. As words in sentences and users in random walks correspond to users in interaction sequences, it allows us to utilize a similar method to derive users’ reactions likelihood from their interaction sequences. We explain next how this adaptation has been done in this study.

III. METHODOLOGY

Given a post and its publisher, the aim of the present study is to predict users’ reactions to that post. Depending on the type of social network, the reaction of users can be in the form of re-share, like, or comment on the post. We consider the prediction task as a probability function to decide whether a user will react to the post of a given publisher. To this end, we first extract user embedding features and then exploit them as input in a simple neural network with a softmax function in the last layer.

A. Reactions Sequences

Following the main objective of the study on predicting future reactions of users, we exploit users’ previous reactions log to extract their embedding features at the first step of our model. In a social network with a set of \( N \) users (\( U \)), reaction of users to a given post \( p_i \), published by \( u_i \), will be shown as \( s_i = \{ u_j | u_j \in U, j = 1, 2, ..., m \} \) and called an interaction sequence (\( s_i \)). Where \( m \) is the number of interactors of the post \( p_i \), and index \( j \) refers to the index of interacting users in a temporal order, shown in Figure 2. We put the publisher of the post in the first place of the sequence.

In a dataset of \( P \) published posts, interaction sequences over those posts will be presented as the set \( S \) where \( S = \{ s_i | i = 1, 2, ..., P \} \). As mentioned, each \( s_i \) includes the interactors of the corresponding post, \( p_i \).

There are mainly two reasons behind the reaction of a user to a post. First, the relation of the user with the publisher of the post such as friendship and followership. Second, the user’s interest to the content of a post which induces her reaction to that post. As our aim is to investigate the competence of users pair-wise relations in predicting their future reactions, we are supposed to achieve the second concern by extracting the likelihood of users’ interests from their common reactions to the posts.
**TABLE I: The Flickr Dataset Characteristic**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Photos</td>
<td>11.2M</td>
</tr>
<tr>
<td>#Users</td>
<td>2.3M</td>
</tr>
<tr>
<td>#Photos with ≥ 30 likes</td>
<td>128K</td>
</tr>
<tr>
<td>Avg(#likes) of ≥ 30 likes</td>
<td>61</td>
</tr>
<tr>
<td>Median(#likes) of ≥ 30 likes</td>
<td>45</td>
</tr>
</tbody>
</table>

**B. Future Reactions Prediction**

We aim to use user embeddings extracted from reaction sequences to predict who will react to a given post. To reach this goal, we have designed a simple neural network with a softmax function in the final layer, as shown in Figure 3. Given a post’s publisher, the network will make decision about user’s reaction to that post. Inputs of the network are embedding features of the publisher and a target user, whose reaction probability is going to be predicted. The embeddings are extracted from the Word2vec model as described in previous section. The middle (hidden) layer performs a dot product with two input vectors and their weights, adds biases and applies the Rectified Linear Unit (ReLU) activation function. Output of the softmax function in the last layer will be a two-dimensional binary vector, represents the probability of the input user’s reaction over the post of the given publisher. In our model, we will consider only users features to predict their future interactions without considering the content of the post.

As there is no specific method to determine the best number of layers and nodes for a neural network, we have tried different number of hidden layers as well as different number of nodes in the middle layer of the network and chose the numbers that provide outperforming results. The network is trained for different number of epochs of the data. Network uses Adam optimization method [25] implemented in Tensorflow2 to update the weights.

**IV. EVALUATION**

This section discusses the dataset which is used for evaluation as well as the conducted experiments and the obtained results of the proposed prediction approach compared to a baseline methods.

**A. Dataset Description**

The Flickr dataset from [26] is used to evaluate the proposed approach of reactions prediction. The dataset includes more than 11M photos and 2.3M users’ activity log for 100 days. As mentioned previously, the reaction of users can differ from a social network to another. In this dataset, user’s reaction to the photos is referred by marking the photos as user’s favorite, which we refer this reaction by like, and the interacted users by likers in this study. The dataset includes the followership information between users as well. The main characteristics of the dataset are shown in Table I.

We check the distribution of users repetition in reaction sequences and observe that it follows a power-law distribution shown in Figure 4, which is very similar to the power-law distribution of words in natural language. As our technique is very similar to the Word2vec model, and the Word2vec model is very successful to capture word embeddings, this similarity verifies our method to be suitable to capture user embeddings. Our main contribution is the idea of using natural language processing techniques to model users reaction behaviour on social networks.

Shown in Section III-A, reactions to a post provide us a list of users who have liked that post. Since our aim is to learn users representations from the like sequences, we need to choose those photos from the dataset that have enough like sequence length to support the window concept in the Word2vec model. Therefore in our experiments we only consider photos which have at least 30 likes. This threshold number can be different depending on the dataset size. The final dataset includes 128k photos whose number of likes are more than 30. The dataset is divided into two parts. The first part, with 50% of the data, is used to learn embeddings. And the remaining part of the data is used to train and test of the designed neural network.

**B. Likers Prediction Experiments**

1) Model Configuration: As mentioned, 50% of the prepared dataset is considered as the input of the Word2vec model to extract users embeddings. We set the window size to 10 and the number of features to 128. Derived embeddings are used to predict the like prediction. As shown in Figure 3, we designed a one-hidden layer neural network with embeddings of publisher and target user, whose reaction is going to be predicted, in the input layer, 8 nodes in the middle layer and two nodes in the final layer indicating the binary like probability. As there is no specific way to determine the number of layers and nodes in a neural network, we evaluated the results when we have more or less layers and nodes in hidden layer, however the one-hidden layer network with 8 nodes in the middle layer outperforms other configurations.

We consider the remaining 50% of the dataset to train and test the designed prediction network. Since the dataset is

---

2https://www.tensorflow.org/
TABLE II: Hand-crafted user features used by SVM classifier to predict user’s future reactions.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Likes_p</td>
<td>Number of photos has been liked by publisher.</td>
</tr>
<tr>
<td>#Likes_u</td>
<td>Number of photos has been liked by target user.</td>
</tr>
<tr>
<td>Photos_p</td>
<td>Number of photos that publisher has published.</td>
</tr>
<tr>
<td>Photos_u</td>
<td>Number of photos that target user has published.</td>
</tr>
<tr>
<td>Reciprocal_likes(p→u)</td>
<td>Number of the given publisher’s photos has been liked by target user.</td>
</tr>
<tr>
<td>Reciprocal_likes(u→p)</td>
<td>Number of target user’s photos has been liked by the given publisher.</td>
</tr>
<tr>
<td>Mutual_likes</td>
<td>Number of photos from other users that both publisher and the target user have liked.</td>
</tr>
</tbody>
</table>

composed of photo’s like sequences, we have only the users who have liked the photos. We needed to generate negative samples who have not liked the given photo. To have a fair dataset, the number of negative samples for each photo is considered to be equal to the number of users (likers) in that photo’s like sequence. Negative samples for each photo are chosen from the publisher’s friends and non-friends in the same portions that they are distributed in the like sequence.

2) Baseline Methods: We compared the prediction results with two base-line methods. The first baseline method is a Support Vector Machine (SVM) classifier [27] which uses some hand-crafted features. We choose this conventional learning method to compare with our method in order to provide a comparison between hand-crafted features and embedding features. Following the aim of this study which is prediction of user’s future reactions using only previous reactions’ history, we extract the user features listed in Table II to be used by SVM. We use our proposed prediction network when user embeddings come from a different source, as the second baseline. In this method, user embeddings are derived from random walks over the user graph (Node2vec) [9]. We aim to compare the efficiency of user embeddings when they come from two different sources. This comparison will reveal whether our idea of extracting user embeddings from user reactions can benefit the prediction task followed by this study. We chose the same feature size and window length for both like sequences and random walks. Performance of the experiments is evaluated in different epoch numbers, learning rates, and batch size, and eventually we chose the numbers that provide high performance.

3) Experimental Results: For our designed newtork, we examined different values of learning rate and batch size to find the best configuration of the network. In order to avoid presenting different numbers of each parameter and their different combinations, we show the results of the best performing examined values of the parameters. Table III represents the results for the SVM classifier, and our proposed approach when it uses like sequences embeddings and random walks embeddings. Three following metrics are considered to compare, precision, recall, and $F_1$ score:

$$
\text{Precision} = \frac{tp}{tp + fp} \quad (2)
$$

$$
\text{Recall} = \frac{tp}{tp + fn} \quad (3)
$$

$$
F_1\text{-score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
$$

SVM classifier has the lowest values for all metrics. It shows that the SVM classifier using the defined features could not be discriminative in this prediction task. The results for our approach presented in Table III come from a configuration of 0.001 for learning rate and 512 for batch size. Random walks shows the performance of the model using user embeddings extracted from random walks over users graph, and Reaction sequences represents the performance of the same model when embeddings come from reaction sequences. As we can see, reactions sequences approach achieves higher performance than Random walks, and both of them behave better than SVM classifier. $F_1$ score for the prediction model using reactions sequences embeddings is 67.3%, better than $F_1$ score for random walks embeddings which is 63%. Precision and recall metrics get their highest values with 60.9% and 75.6% respectively, in reactions sequences approach which are more accurate than the result of random walks method.

This implies that users’ neighborhood in reactions sequences can represent their likelihood better where the likelihood concerns their tendency to react to each other’s posts. The most reasonable explanation for performing reaction sequences embeddings better than random walks embeddings is that users’ neighborhood in reaction sequences involves implicitly users’ preferences similarity in addition to their friendship. While in random walks graph, links are the only things keep them to be neighbor. It proves our hypothesis of using users’ reaction logs to discover their latent similarity in terms of reacting to each others posts.

As a representative parameter assessment, Table IV shows precision, recall, and $F_1$ score of the model in different examined learning rates and batch sizes when the model uses reactions sequences embeddings as input. As we can observe in this table, although the performance of the model obtains very close values in some configurations but when the learning rate is set to 0.001 and batch size to 512 it achieves its highest value by 67.3% $F_1$ score. According to our observations,
when learning rate is 0.1 the model’s performance is not stable. By decreasing it to 0.001, the network’s weights get updated slightly and it helped the network to converge after almost 9 epochs. In our dataset, we reached the best performance when the batch size is set to 512.

V. Conclusion

This study aimed to predict users future reactions (e.g. likes, comments, shares) on ONSs using their reaction history on the published posts. Toward this goal, the proposed model first extracts users embeddings from their reactions log and use them to predict future engagement of users. Reaction history of users comes from their previous engagement to the content published on social media. We took advantage of user embeddings out of reactions sequences, where users likelihood represents their close relationship or preference similarity, to predict their reaction when a post gets published by a publisher. Users embeddings are exploited in a one-hidden layer neural network with a softmax function in the end layer. We compared the results when users embeddings come from the node2vec model and from the reaction sequences. The experiments show higher precision when users embeddings are derived from reaction sequences. It means that reactions sequences present better likelihood of users than random walks through users graph, in terms of revealing their potential probability to react to a post. Although we mainly focused on Flickr dataset, the proposed model is a general approach that can be applied to different social networks. As a future direction of this research, we will take advantage of user graph and draw out the subgraph of each reactions sequence in order to find an approach that can extract users embeddings with no need to random walks over subgraphs.
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