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Although Digital Twins (DTs) became very popular in industry, nowadays they represent a pre-requisite of many systems

across diferent domains, by taking advantage of the disrupting digital technologies such as Artiicial Intelligence (AI), Edge

Computing and Internet of Things (IoT). In this paper we present our łopportunisticž interpretation, which advances the

traditional DT concept and provides a valid support for enabling next-generation solutions in dynamic, distributed and large

scale scenarios as smart cities. Indeed, by collecting simple data from the environment and by opportunistically elaborating

them through AI techniques directly at the network edge (also referred to as Edge Intelligence), a digital version of a physical

object can be built from the bottom up as well as dynamically manipulated and operated in a data-driven manner, thus enabling

prompt responses to external stimuli and efective command actuation. To demonstrate the viability of our Opportunistic

Digital Twin (ODT) a real use case focused on a traic prediction task has been incrementally developed and presented,

showing improved inference performance and reduced network latency, bandwidth and power consumption.

CCS Concepts: · Information systems→Computing platforms; ·Computingmethodologies→ Distributed computing

methodologies; · Computer systems organization→ Embedded and cyber-physical systems.

Additional Key Words and Phrases: Digital Twins, Edge Intelligence, Internet of Things, Synthetic Sensing

1 INTRODUCTION

Modern cities, before being smart, need to be measurable, representable by accurate models and actionable.
In most cases, this dictates the availability of a large data infrastructure, an extensive sensing and actuation
basis made out of thousands of sensors, and an efective distributed software infrastructure capable of collecting
data and use them to model, monitor, and act upon programmable functionalities. Only in such a way, indeed,
modern cities can relect the complexity of the phenomena occurring in the urban environment and provide
cyber-physical, next-generation services, thus eventually evolving into truly smart cities. However, the design of
a smart city poses multi-faceted engineering challenges for the modeling of the relevant phenomena occurring in
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the environment as well as for the diiculty of implementing, deploying, and managing the needed resources and
functionalities: this is where the Digital Twins (DTs) come on stage.

Indeed, in recent years, advanced virtualization techniques and distributed Edge Intelligence (EI) [6, 48] have
emerged as key elements to enable the development of the outlined smart cities platforms and related services
in a decentralized way and in spite of their inherent complexity. On the one hand, virtualization allows for
better exploitation of computing, storage and sensing resources, leading to the possibility of creating a very
capillary infrastructure able to monitor and control local resources. On the other hand, cloud computing is now
complemented by edge computing in the attempt to deal locally with emerging behaviors and promptly react to
phenomena that occur in the urban environment: in particular, EI guarantees the possibility of limiting the need
of centralizing data and functionalities in the cloud by executing relevant intelligent functionalities where they
are needed [28]. The synergistic exploitation of virtualization and EI techniques, therefore, promises to ease both
the representation and the programming of complex environments, and the DT deinition exactly serves this
scope, by providing straightforward metaphors for virtualizing smart cities infrastructures as well as a sound
basis for injecting intelligence into its operating systems. As a matter of fact, the application of the DT paradigm
in the city is acquiring a certain interest from the academic and industrial communities, motivated by the interest
towards a continuous and evolving representation of the status of the urban environment1, 2, 3, 4, 5.
Along this direction, in this manuscript we conceptualize the Opportunistic Digital Twin (ODT) deinition as

a novel, interdisciplinary approach having the objective to ease the (re)engineering of large-scale distributed
smart systems, exactly like smart cities, by maximizing the exploitation of their infrastructure and resources. In
particular, we deine as łOpportunisticž a DT, created from scratch or upon other existing DTs, modeling a single
physical object (PO), an ensemble of POs or a phenomenon through their distinctive information formalized
within a repository called signature. The signature is purposely created for the ODT from a selection of the
available (mainly sensory, but also historical) data, gathered from a single source or from multiple ones for being
post-elaborated through AI techniques, as the synthetic-sensing theory describes. The elaboration of the signature
data can have place on the cloud or, as desirable, close to the virtualized POs/phenomena: as result, synthetic
features can be obtained to enrich the representation of DT/PO as well as to rapidly impact on their operations.
Indeed, the signature data enable a better understanding of the DT/PO status and of the surrounding context and,
therefore, PO’s operation can be dynamically undertaken or inely tuned (e.g., the sampling rate of a temperature
sensor) in a context-aware manner and according to the individual/collective needs of a given situation. Such
a data-driven and bottom-up approach is (i) original with respect to the state-of-the-art since, typically, the
DT representation is statically and a priori deined to exactly mirror the actual features of a PO; (ii) extremely
proitable for the smart city context, where there is availability of many general-purpose sensors while dedicated
devices are costly, less versatile and more invasive; (iii) beneicial for injecting, through the DT platform, more
smartness, context-awareness and dynamics to the smart cities’ services, even on large scale and in a distributed
way, and for supporting simulations. As a matter of fact, we want to investigate if the exploitation of ODTs
can deeply impact on current and future smart city design by moving complexity from hardware infrastructure
to software layer, and, in general, eventually unleash the great potential of the Internet of Things (IoT). As
proof-of-concept for our approach, we present a research path towards the incremental implementation of ODTs
in terms of a real use case focused on one typical activity of smart city, namely the traic prediction. In particular,
we focus on the bottom-up and data-driven creation of an ODT of a road by showing the modeling of its synthetic
sensing-enhanced signature, its EI-oriented design and its performance evaluation.

1https://ru.muenchen.de/2018/194/Digitaler-Zwilling-Bessere-Luft-durch-intelligente-Mobilitaet-80933
2https://www.hel.i/static/liitteet-2019/Kaupunginkanslia/Helsinki3D_Kalasatama_Digital_Twins.pdf
3https://virtual.corp.at/200609/virtualcorp2020_20200609_van_der_Heijden.pdf
4https://www.3ds.com/insights/customer-stories/rennes-metropole
5https://www.3ds.com/insights/customer-stories/virtual-singapore
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To sum up, the main contributions of this work are the presentation of the ODT at the conluence of DT,
synthetic sensing and EI, and its exempliication through the aforementioned use case. The rest of themanuscript is
organized as follows. In Section 2 we provide some background concepts about the building blocks of our approach,
namely synthetic sensing, DT and EI. In Section 3 we extensively present the ODT vision, its fundamentals,
beneits, challenges and limitations, with a particular focus on the smart city domain which hosts the traic
prediction use case reported in Section 4. Future research directions and inal remarks conclude the manuscript
in Section 5.

2 BACKGROUND

2.1 Towards Synthetic Sensing: General-Purpose Sensing plus AI

The emerging trend among sensing techniques consists a full-lexible utilization of devices, by populating them
with several elementary sensors. The resulting boards are said to be łgeneral-purposež, since they are able to
collect a wide range of environmental facets. This new technique is proposed in the literature as łgeneral-purpose
sensingž [26], in contrast with the łsingle-purposež approach, in which one sensor is used for gathering just one
measure. Although using a single sensor network tends to be a robust technique (especially when only a few
aspects of the environment are monitored) it loses efectiveness when the features to monitor increase, thus
requiring the deployment of a larger set of sensing infrastructure. General-purpose sensing, instead, helps to
improve environments’ digitization process by cutting down deployment, hardware components and maintenance
costs, by diminishing the aesthetic and social impacts [7], and, last but not least, by moving the complexity from
hardware to software, enhancing empowering sensory capabilities with AI techniques.

With respect to the latter point, the huge amount of data gathered from the environment through the general-
purpose devices can feed Machine Learning (ML) models in order to understand stimuli coming from the
environment and, accordingly, to act based on them. Such a full exploitation of the versatility of general-purpose
devices, presented in [26] as łsynthetic sensingž, allows transforming heterogeneous low-level sensory data into
łsemantically relevant representationsž. Recently fueled thanks to the wider dissemination of łgeneral-purposež
devices, the łsynthetic sensingž is not only a new sensing method to listen to the environment, but also an
enabler to power-up sensory features with AI by moving complexity to the software layer. For instance, Trifan,
et al. [42] showed how it is possible to use smartphones’ embedded sensors (GPS, accelerometer, gyroscope,
etc.) and their behavioral patterns (app usage, social interactions, activities log) to passive monitoring users’
physical and mental health. Also authors of [17] recognized that, thanks to improvement in video-based sensing,
home-assistant devices, tablets and, in general, boards equipped with cameras are also close to achieve the
objectives set by general-purpose sensing: through techniques such as object detection and image classiication,
they could use video streams along with other data acquired by sensors to predict complex events that fully
describe the environment of interest. Platforms of both Remote Health Monitoring [33] and Human Activity
Recognition [2] can also beneit from the comprehensive approach of synthetic sensing as well as smart system
focused on automation could leverage on enriched data to feed their complex ML algorithms [22].

2.2 Digital Twins in the Smart City context

According to Kritzinger, et al. [24] there are plenty of deinitions of DT and there is not a reference one, since it
depends on the research’s focus area. The term łDigital Twinž ś as a digital equivalent to a PO śwas irst introduced
by Grieves in 2003 [21] within the context of Product Lifecycle Management (PLM). Grieves coined this term in
reference to a three-dimensional concept model that encompasses key elements: the PO existing in the physical
space, its virtual counterpart i.e., the logical object (LO) in the virtual space, and the data/information connection
between them. Then, in 2012, NASA and the U.S. Air Force deined a DT as an integrated multiphysics, multiscale,
probabilistic simulation of an as-built system that uses the best available physical models, sensor updates, leet
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history, etc., to mirror the life of its corresponding lying twin [20]. More recently, in the industry world, the DT
has been deined as an executable virtual model of a physical thing or system [23, 45, 46], aiming to highlight
that the key actor of DT technology is the all-embracing connectivity between the real and virtualized world [13]
enabled by the developments in the IoT ield ś such as remote sensing, data ubiquity, automation, and actuation
capabilities [35]. As it is pointed out in [32], DTs present several properties including (i) representativeness, (ii)
contextualization, (iii) modeling, (iv) relection and (v) entanglement. Each of them contributes to describing the
fundamental features of the DTs.

Several industries in many sectors, especially the ones related to large-scale systems featured by huge amount
of components (hardware and software) and interactions such as smart grids [44], smart manufacturing [34],
smart healthcare [16], just to name a few, are pushing to invest in DT to boost productivity and eiciency. Out of
all the aforementioned application domains, the DT technology stands out as being particularly intertwined with
smart cities [18], whose resource management has become challenging due to the growth of economic activities
and population in metropolitan areas as well as the pressing concern of the climate crisis. DTs ofer a solution to
these challenges by serving as virtual, evolving models of the physical world, enabling intelligent management
and development of complex virtual spaces. This, in turn, facilitates the transition towards digitization that smart
cities are striving for and opens up the opportunity of realizing groundbreaking and eco-friendly outcomes aligned
with UN’s Global Goal 11 [19]. Along this line, a particularly intriguing aspect is the synergistic application
of DT and Intelligent Transport System (ITS). For instance, Andrey Rudskoy et al. [38], provide a reference
model of services for simulation purposes on predictive analytics which exploits ML techniques along with DT,
aimed at reducing the human error inside traic control centers by favoring operators activities automation.
Instead, Sathish A. P. Kumar et al. [25] presented a new DT-centric approach for reducing traic congestion by
performing driver intention prediction: the idea is to gather a massive amount of real-time data coming from
cameras and sensors to build the DT of vehicles, i.e., Virtual Vehicle model, and, along with drivers’ historical
data, feed ML and deep learning (DL) models to gain and predict driver intention. Although the aforementioned
systems present novel and innovative approaches, they do not exploit the full potential of IoT technology. In
fact, they require both a costly speciic-sensing and computing infrastructure since the majority of AI and ML
algorithms are performed in the cloud, that is too far from data sources.

2.3 Bring AI to the Edge

The cloud-based ecosystem has largely established itself as a formidable tool in delivering AI-powered applications,
thanks to the high-performance computing capabilities ofered by remote servers. However, as the demand
for real-time and low latency applications increases, cloud technology alone may not be enough to meet these
requirements. This is particularly true for applications where the ield-to-cloud data transfer time is unacceptable,
such as autonomous driving or some forms of healthcare. In these life-critical scenarios, data processing needs
to be done as close as possible to data sources to ensure low latency and fast decision-making. Additionally,
uploading data to remote servers necessitates a constant internet connection and heightened security measures
to prevent privacy breaches. To tackle the limitations faced by cloud-based AI applications, edge computing has
been introduced as a groundbreaking solution that seeks to bridge the gap between the cloud and IoT devices.
Edge computing brings the power of cloud computing where information originates and, therefore, advocates for
relocating computation instead of data, leading to faster processing times and minimized communication lags.
With the ultimate goal of extending AI throughout the edge ecosystem, EI [6, 48] a.k.a. Edge AI has risen as a
crucial research area. Deined as the marriage of edge computing and AI [29], EI strives to bring intelligence
in proximity to the data source, namely at the edge layer of the network. This layer is largely populated by
edge and mobile devices, which, although limited by resources and power, possess a wealth of information and
can perform real-time analysis. To fully exploit the potential of EI, it is necessary to optimize ML models to
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efectively run within the limitations of edge and mobile devices. This is often achieved through techniques such
as model compression and partitioning, which reduce the model size and computation time, as well as power
consumption, while still maintaining desired accuracy. However, optimizing ML models for EI is not a trivial
task [15] and requires a deep understanding of the underlying hardware, software, and algorithms as well as of
deployment’s requirements in terms of network availability, privacy, and security. Overall, a trade-of analysis
between performance, accuracy, and resource utilization is a key step preliminary to the EI implementation,
making this a challenging but essential area of research.

3 ODT: TOWARDS EDGE INTELLIGENCE BEYOND THE PHYSICAL OBJECT MIRRORING

Hereinafter we present our ODT deinition, born at the intersection of Opportunistic Computing, Synthetic
Sensing, and EI and targeted at the DT-aided development of large-scale distributed smart systems. We introduce
the general ODT approach and relationships with the DT original one in Section 3.1; we discuss foundations,
beneits, limitations and challenges in Section 3.2, and inally, we discuss the problem domain of the smart city in
Section 3.3, thus anticipating some challenges addressed in the use case of Section 4.

3.1 Integration of Synthetic Sensing and Digital Twin with the łOpportunisticž approach

Opportunism, intended as the exploitation of any chance that brings entities closer to their goals, is a philosophy
that deeply impacted the ICT world in the last years [12]. In particular, the recent paradigms of opportunistic
networking and opportunistic computing are both data-driven approaches dealing with uncertainty (e.g., topolog-
ical information is not precise at all) and evolvability (desired output might not-be deined a priori) through the
ad-hoc and on-demand exploitation of local and remote resources. Opportunism is also notably relevant for the
IoT services, which are supposed to be dynamically created, context-aware, co-located and transient [8] despite
their heterogeneity [3].
With these principles in mind, we propose the ODT deinition as an evolution of the original DT concept,

in which opportunism impacts on both the description of a DT and its operation. Typically, the undertaken
approach to the DT design consists in shaping its representation exclusively based upon the sensed or available
data, according to the vertical notion of a DT relecting the physical and immutable properties of industrial
equipment. A subset of these data representative of the DT characteristic features composes its signature, a
repository essential to enable the identiication, monitoring, and contextualization of the DT itself with respect
to the PO, other DTs and the surrounding environment. Now, suppose more features of the DT signature need to
be introduced for enabling novel functionalities. In such a case, more specialized sensors need to be deployed,
embedded in the legacy infrastructure and inally integrated in DT representation with an ad-hoc modeling. This
kind of approach has obviously limitations in terms of usability and scalability, especially given the expansion of
smart city and the increasingly frequent availability of new hardware and services. Therefore, more recently,
the introduction of synthetic sensing [26] and its extension to the DT [31] have added the possibility to use AI
capabilities aiming to derive additional data from the one directly obtained with łgeneral-purposež sensing, thus
shaping the description of POs into evolvable and opportunistic DT. Indeed, in the ODT vision the representation
of the target PO as well as the list of its operations are no longer a priori and statically deined, but they can be
incrementally improved thanks to synthetic values and contextual information, purposely elaborated with AI
techniques. In such a way, a novel feature can be added to the DT and, leveraging on all the available data, the
ODT becomes context-aware and able to provide advanced functionalities. We intentionally referred to łavailablež
and not to łsensedž data, since our ODT is designed to interact and collaborate with other DTs and information
sources, whether they belong or not to the same organization. The idea is to favor openness instead of isolation
to build scalable and elastic ODT, which are crucial properties, especially in large environments. Moreover, the
ODT can be purposely created upon existing DTs (e.g., to augment a single DT or to aggregate other ones) for
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speciic, even time-limited, scopes, so that their creation and deletion can be dynamically managed without
afecting (also, from the cost viewpoint) the infrastructure. Foremost, by deinition our ODT is able to acquire a
huge amount of relevant data which, if elaborated through EI techniques, can drive the management and the
operations of the ODT itself, with beneits in terms of responsiveness as well as of privacy, energy, bandwidth
saving. Hence, EI and ODT results to be complementary and gives the birth to a strong cooperation for pushing
intelligence beyond the cloud’s boundaries till end-devices. To wrap up, unlike the original approach that strictly
limits DT and its functionalities solely to the PO and its sensed data, the ODT ofers the lexibility to harness the
full potential of general-purpose devices and synthetic sensing, enabling the virtualization of acquired low-level
data into semantically meaningful information. Figure 1 exemplify our approach with respect to the ODT of a
vehicle. We begin by taking the PO and its directly measurable quantities (such as GPS, fuel levels, and pollutant
emissions, among others), and proceed to construct its digital representation, i.e., its DT. A subset of these features
is opportunistically selected to assemble its signature (e.g., temperature,CO2, speed) and synthetically elaborated
for speciic purposes, e.g., inferring events like traic congestion if the vehicle alternates between short trips and
frequent stops or analyzing the engine status on the basis of its emissions and internal temperature. If necessary,
the signature could be opportunistically enriched (e.g., with the addition of fuel levels and GPS) and a new service
dynamically enabled (e.g., prediction of fuel consumption based on the analysis of the driver’s driving style).

General-Purpose Sensing

Physical Object (PO) Signature

NOx

CO2
CO

Noise
GPS

Fuel

Image ...

Digital Twin (DT)

{
  CO2: ...
  CO: ...
  Temp : ...
  Speed: ...
  Fuel: ...
  GPS: ...
  Noise: ...
  :
} JSON

... | ... | 20 km/h | ... | ...

... | ... | 50° | ... | ...

... | ... | xx PPM | ... | ...

Speed

Temp.

CO2

Traffic Congestion Engine Status
synthetic

value

Digital counterpart

Synthetic Sensing

inferred
event

Fig. 1. Proposed approach: from the PO ś and its DT ś to its signature, in which features are łopportunisticallyž selected
and synthetically elaborated

On these premises, the capabilities of classical DT are surpassed and its aforementioned ive distinctive
properties improved by the łopportunisticž feature selection envisaged by the ODT approach. In particular, the
synthetic elaboration of the signature elevates the DT capacities for representativeness, contextualization and
relection; moreover, if the PO/system is programmable, the ODT can be used to control, change or optimize
its behavior, thus also enhancing the entanglement between the real entity and its virtual alias. Then, as for
the Digital Shadow approach [39], the representation provided by the ODT is not symmetrical, in the sense that
the virtual counterpart is not necessarily communicating with the PO. However, the virtual representation is
incrementally built by analysing the behavior of the object in the context and deriving rules or patterns of its
actions in the context. There is not a priori knowledge of the PO nor a model describing it: the challenge (and
somehow the advantage) of the ODT compared to a predeined descriptive model of the behavior of a DT [36]
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or Digital Shadow is the ability to łlearnž the behavior from experience. One additional step would be to make
the representation conform to a model understandable and reusable. Finally, with respect to another important
feature of a general DT which is simulation, the ODT can still be used for this purpose. There is a need to train
and learn about the expected behavior of the PO and how it relates to the speciic operational context but, after
this process, the ODT can be used to predict the behavior or, if a set of initial conditions and some time series of
data are provided, or even a set of signatures, the prediction capability could be used to simulate the behavior of
the PO.

3.2 Foundations, Benefits, and Challenges

The current trend in IoT is to deploy considerable infrastructure for collecting speciic measurements and data
related to łverticalž phenomena occurring in an environment. The conventional method involves selecting the
relevant phenomena and determining the most suitable sensing and actuation infrastructures. This results in a
comprehensive vertical infrastructure that generates a wealth of speciic data pertaining to the subject. The next
step is to format the collected data into well-formed data models and to use them to foster the data interoperability
[10]. This approach has the merit of harmonizing data and promote the usage through diferent environments
and use cases. Applications can be built on the common ground of standardized data models. This could be seen
as a three stages process that brings from a sensed environment to a programmable environment by a measurable
environment. The sensed environment represents the collection of łrawž data that the sensors are producing
and providing to the entire infrastructure. The measurable environment, instead, encompasses the entirety of
formatted, curated, and organized sensed data, including their real-time updates. Finally, the programmable
environment comprises the applications, services, and functions used to provide added value to the inal user.
These applications and services are developed exploiting the common data infrastructure and speciic middleware
platforms (e.g., Fiware [10]). In this perspective, DTs can be modelled by using the available data structures that
it the speciic model and its purposes. On this basis, it is possible to build smart and compelling services [11].
However, one aspect that is strongly emerging is the need/possibility of considering to what extent the sensed
data can be used for inferring and deriving additional data. Data collected and formatted can be used to derive
signatures or for inferring new data by correlating diferent data models. This is an example of application of
synthetic sensing [26] to smart cities supported by a generalized representation of DTs [31]. As described in
[9], synthetic sensing still has to ind its own consolidation and identiication of limits and applicability. As
a challenge for synthetic sensing and ODT, an additional stage could be introduced between the measurable
and the programmable environments. The inferred environment, in fact, could represent the set of additional
measures that could be derived from available ones as well as the identiication, classiication, and incremental
learning about objects and phenomena operating in the sensed environment. Figure 2 represents the three and
four stages approaches and highlights how the DTs deinition and modeling could be diferent. Synthetic sensing
poses a number of challenges and questions: from its applicability and scalability to the limit of the inferring
capabilities of algorithms. It also poses the challenge of the interaction between reasoning and ML approach.
A signiicant and fundamental question arises regarding the ability to determine when the available sensing
infrastructure is adequate to infer and derive the required information. It is crucial to establish a mathematical
foundation for comprehending whether a sensing environment is suiciently comprehensive to provide the
necessary data for a speciic application. While this theoretical problem is not addressed here, our current focus
is on evaluating the practical implementation and value provided by synthetic sensing and the ODT. The next
step in this incremental veriication of the viability of the approach is to challenge the ODT to represent and
understand the environment in which it is embedded. The goal is to investigate whether contextual information
can aid in discerning the ongoing activities, understanding the behavior of POs within the environment, and
narrowing down the current situation. In this case, an environment can be modeled by deining a minimal set of
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Fig. 2. Three-stage vs. four-stage approach: the impact of Synthetic Sensing on DT definition and modeling.

features and then using ML and reasoning techniques to incrementally grow the representation and description of
PO afecting the environment. This will lead to the identiication of łnormal behaviorsž and of objects (and their
related ODT) deviating from the expected learned behavior. An example could clarify the approach using the
crossroad example. Typically, the low of traic in the crossroad can be considered as normal (e.g., no accidents or
roadblocks). On a period of time, the ODT approach will learn how to predict the behavior of POs in the normal
status. The occurrence of accidents is rare, but after some time, the ODT could progressively łlearnž to detect
anomalies and detect the behavior of POs in these circumstances. However, the learning of abnormalities will
require more time to apprehend and for certain rare occurrences, the ODT could only signal that something
diferent is going on.
As discussed in previous sections, general-purpose sensing can be used to monitor the environment and to create
ODT representing the PO operating in the environment. The next challenge is to understand how general-purpose
sensing can be used to łmeasurež and detect events that can be classiied as łintendedž or łunintendedž. The ODT
should detect deviations from the learned normal behavior, represent them, and derive additional information
to classify them as outliers, triggering speciic treatments or warnings. The modeling of the environment can
be either łcompletež, encompassing all the relevant features, rules, and characteristics for the applications, or
minimal yet incorporating ML capabilities for inferring normal functioning. The Situation Awareness will be,
in both cases, a representation of objects that are operating accordingly to the expectations and those that are
outliers in terms of behavior. The challenge is twofold: to identify the minimal set of sensor capabilities needed to
infer the largest possible number of events occurring in the modelled environment; and to determine the minimal
set of features that model the environment and support an incremental understanding of the situation. Obviously,
adding additional sensing capabilities (e.g., thermal cameras) can result in better event recognition. However,
adding new sensors will increase the costs and probably will not substantially improve the results. Another
important feature that will be experimented with is the coordination and exploitation of edge cloud continuum
[30]. The described processing is expected to take place at the edge. In some cases, the edge capabilities can
be instrumental to capture a low of information and to send it to cloud based resources that can apply more
sophisticated algorithms that require more processing power.
As a sort of recap, the choice to model the context (e.g., a crossroad) as ODT instead of individual POs (cars) is
due to the fact that the approach will progress from the prediction is a collective and aggregated phenomenon
(e.g., traic) and it will incrementally learn how to spot and determine individual behavior and the efects on the
aggregate one. In this manner, the ODT shows a double value in modeling collective behavior (traic in a certain
area) and the ability to identify individual objects’ features and characteristics (vehicle engine malfunction).

ACM Trans. Sensor Netw.
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3.2.1 Some envisaged limitations. The ODT approach is based on a bottom-up aggregation of information to
incrementally create a consolidated representation of POs and their behavior. As such, it is intrinsically based
on the comprehension and description of the operating context. This imposes an initial deinition of some
descriptions and rules related to the context in which POs will act. The more the context is specialized and
formalized and the more the description and the capture of objects’ behaviors will be precise. This, however,
poses two questions: the shift in the initial modeling from the PO to its context, and the specialization of the
context description. The modeling of the context can be seen as similar in scope to the description of the PO, but
there are some diferences: the context is described in terms of expected general rules ("dos and don’ts") that are a
bit diferent from the modeling of a PO’s behavior. The bottom-up approach can sufer from adaptation to speciic
conditions and could result in a loss of generality. Also, the signature could be prone to these generalizations: there
is the to understand the applicability of indings in a speciic context to a more generalized level. Unfortunately,
the lack of modeling for individual POs and the learned models without too much explainability will not help
in exporting the knowledge to all possible situations. On another level, security may be a major concern since
the ODT approach can be prone to fake input and susceptible to errors induced by external players. In fact,
general-purpose sensing can be fallacious or easily turned around by expert software developers. Obfuscation
techniques could for instance used to hide or change the signatures and to avoid some POs being observed in
the speciic context. One possibility for the ODT is to apply counter-measures based on malware detection to
mitigate these problems.

3.3 Problem domain: Smart Cities and Future applications of ODT

Our ODT approach is application-domain agnostic, but it results particularly suitable for those large scale
scenarios in which the number and typology of both devices and services is ever-growing, exactly as smart
cities. There, the availability of sensors/actuators and the request of services is unpredictable and, therefore, an
ad-hoc modeling of the overall scenario would result actually unfeasible, as well as interoperability, usability,
and integration issues would be intractable on large scale. If the results of our ODT approach will be conirmed,
it can lead to a change in how large scale environments should be sensed and equipped. The efect on smart
cities could be noteworthy, the infrastructure could be used for deriving more information and signature without
requiring necessarily the deployment of additional sensors. The existing infrastructure could be updated in such
a way to complement the needed sensing capabilities to the existing ones, in order to achieve the optimal mix of
general-purpose sensing features to provide the maximum possible information. In spite of these premises, the
work presented tries to be on the practical and reusable side, adopting a step by step strategy for the development
of the solutions in order not to waste considerable resources and efort.
An illustrative example within the context of a traic monitoring system exempliies this approach. Figure 3

represents a roundabout with vehicles or bikes passing by. This roundabout can be modeled in terms of some
characteristics such as allowed spaces and related borders, number of lanes, speed limits, intended directions,
capacity in terms of vehicles, and other information. This model can be used to create a contextualized DT of
the environment that represents the behavior of the roundabout. It can be used to monitor and to understand
how vehicles are using the roundabout and what critical situations may occur. One option is to ofer a succinct
depiction of the roundabout while employing training techniques to recognize the typical behavior of objects
within the surrounding area. General-purpose sensing can catch data about the direction of vehicles, their usual
paths, the average, and maximum intensity of traic. The experiments can be carried out in such a way to start
from a minimal description of the roundabout and to determine the łaccuracyž of detection of outliers during
time. The minimal description, the better. Data models for describing the environment can be built based on the
Fiware Data Models and/or the integration of BIM models for the description of urban environments. The igure
represents vehicles engaging the roundabout. Each of them can be represented by its own ODT. Some vehicles
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have a normal behavior, and they are within the limits of the lanes or sectors. The system can follow them, classify
them and count them in order to estimate the intensity of traic, but also to detect anomaly situations. Indeed,
some vehicles are clearly behaving in a non-intended manner, e.g., vehicles A and B are out of the allowed spaces,
while vehicle C is marching in the wrong direction. Within the context of the roundabout (the yellow contour), it
is possible to spot the łoutlierž vehicles that are engaging the DT of the roundabout in unintended manners.

Fig. 3. Contextualized image for a roundabout

The general-purpose sensing equipment for this roundabout comprises cameras (with vehicle counting and
movement detection), noise, and pollution sensors. As seen in previous use cases, vehicles A and B can be
recognized and classiied as łcarsž. Using speciic algorithms, it is possible to determine if the vehicles are moving
(and their speed) or if they are stopped. Note that depending on the distance from camera and noise sensor, the
combination of their measurements can be used to understand if the vehicle halted and if the engine is running
(considering it is not electric). If the vehicle is moving, and it is passing in a contour zone, then an alarm could be
generated, and a better recognition of the vehicle itself could be attempted (or simply, the recording of the images
can be passed to a better system for further analysis aimed at recognizing the vehicle plate number). If the vehicle
stopped, its location could be determined and a warning could be emitted because it is in a dangerous zone. The
pollution sensors could then be used to determine if a higher level of pollution is generated (e.g., a higher level of
PM values). In this case, a warning about the possibility of a ire or other similar accident could be triggered.
Similar mechanisms can be used to understand whether vehicle C is taking a not allowed direction (the DT of the
roundabout could have been trained to recognize the habitual sense of direction). The use of noise sensors can be
useful in detecting the presence of łnoisyž vehicles. This could have two application facets, on the one hand (as
experimented in some Indian cities), for regulation of traic lights of nearby traic lights in a longer wait for
’noisy’ lanes. On the other side, the noise could be a distinctive feature of special vehicles like ambulances or
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police/ireman vehicles. In this case, warning or alarms could be triggered in order to control the situation (e.g.,
nearby traic lights could be programmed to switch to red, facilitating the smooth passage of these vehicles.).
In the following sections, we exploit our ODT approach for a key task typical of a traic monitoring system

within the smart city context, namely traic prediction. We hence developed a use case in which it is addressed
irst the ODT modeling (namely the process leading to its signature deinition) in Section 4.1, then its design in
Section 4.2, and inally its deployment and performance evaluation in Section 4.3.

4 USE CASE: TRAFFIC PREDICTION THROUGH THE ODT APPROACH

To exemplify our approach, we present a Traic Management System (TMS) based on the ODT of a road. The
main goal is to predict road traic using AI. In such direction, three steps are needed: 1) the modeling of the ODT
(namely the process leading to its signature deinition), 2) its design (i.e., hardware and software components to
be interconnected and deployed), and 3) its performance evaluation (with a comparative analysis to assess the
diference with respect to conventional cloud-based solution).

4.1 ODT Modeling: looking for signature

The key activity in the modeling of an ODT is assembling its signature. This is relevant in several applications
domains, for instance, vehicles, vessels, and planes can be recognized by their radar signature while home
appliances have recognizable electric signatures that can be used in order to determine when one of these devices
is operating in the home. Obviously, signature comprehends features which are correlated with each other and,
possibly, easy to be measured. Therefore, it is very important to disclose which are those important features that
exhibit correlation with traic, if they are easily measurable and if they serve a functional purpose in predicting
road traic itself. Historic traic intensity data and the info about types of vehicles (cars, trucks, motorcycles, etc.)
monitored in a certain area represent a baseline, however there is a room for improvement in traic prediction.
For example, features, such as air pollution and atmospheric variables, are highly correlated with traic6. In
many studies, traic intensity data have been used to predict the concentration of air pollution [37, 40]. However,
conversely, not much work has been done in the opposite direction.
To proceed with the approach, irst we assessed the correlation between air pollution and road traic by

making use of the open data portal provided by Madrid City Council 7 featuring data from around 4000 road
traic sensors and 24 APM stations (Figure 4a). For this analysis, we used NO2 as this air pollutant is highly
associated with the traic emission in the literature. NO2 data were collected from one of the APM stations,
situated at 105m distance from the chosen traic intensity sensor (Figure 4b). These data were collected over the
period of one month (from 01-05-2019 to 31-05-2019).

Figure 5 represents the Pearson correlation [14] between NO2 and traic low for the month of May. A moderate
to strong correlation can be seen between traic and NO2 during 23 days of the month, whereas during the rest
of the 8 days, weak to very weak relationship has been observed. In order to analyze this weak relationship, we
studied well-known Gaussian air pollutant dispersion model [1] and we found out that wind speed is one of the
most important factors inluencing the behavior of air pollution. Hence, to investigate if wind speed is afecting
the correlation between air pollution and traic, we performed the correlation analysis between wind speed and
correlation values (r) of traic and air pollutant NO2. In Table 1, weak inluence of wind speed on traic-NO2

correlation can be seen during the days when strong traic-NO2 correlation was observed. Contrary, when we
performed the correlation analysis between wind speed and traic-NO2 correlation values for the days when
weak correlation was observed, we found wind speed afecting the correlation signiicantly with the r value of
−0.69, which states that greater the wind speed values, smaller the traic-NO2 correlation value and vice versa.

6https://naei.beis.gov.uk/resources/Primary_NO2_Emission_Factors_for_Road_Vehicles_NAEI_Base_2021_v3.pdf
7https://datos.madrid.es/portal/site/egob
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Sensors.PNG
(a). Traic sensors (blue) and APM stations (red) (b). Chosen APM station (red)

and traic sensor (blue) for data collection

Fig. 4. Sensor Network in Madrid

Table 1. Correlation analysis of wind speed and r value of NO2-Trafic correlation

Variable-1 Variable-2 r

Wind Speed during the days when
strong correlation was observed between
traic and NO2

Correlation value of air pollution and traic
during the days when strong correlation
was observed between traic and NO2

0.32

Wind Speed during the days when
weak correlation was observed between
traic and NO2

Correlation value of air pollution and traic
during the days when weak correlation was
observed between traic and NO2

-0.69

Many studies, such as [47], explain the inverse relationship between the wind speed and the concentration of
air pollution. Which implies the fact that even if the traic is high, sensors may observe low concentration of
pollutants because wind speed has dispersed them, causing the absence of correlation between air pollutants
and traic. Other than that, in Figure 5, opposite to our expectations, we noticed a strong negative correlation
between traic and NO2 on the day 11. In order to understand it, we plotted traic and NO2 graph for May 11
(Figure 6). It can be seen in the highlighted region of the igure that traic and NO2 patterns are quite opposite to
our expectations. We observed an increase in NO2 despite the reduction in traic. Moreover, unlike other hours
of the day, wind speed is not appearing to be triggering this unexpected behavior of NO2. It brought us to the
conclusion that there might be some other contributors of NO2 that need to be taken into account. According
to AECOM Greater London Authority report8, domestic heating is the signiicant contributors of NO2 in the
air. We did not have household NO2 emission data from Madrid available. However, as the domestic heating is
inversely related with outer temperature (lower the temperature, highest the heating), therefore, to develop a
hypothesis, we included temperature in our plot (Figure 7). In the shaded region, it is evident that during the
time interval in which NO2 showed an expected behavior with respect to road traic, temperature, dropped

8https://www.london.gov.uk/sites/default/iles/domestic_boiler_emission_testing_report.pdf
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Fig. 5. Pearson correlation between trafic and NO2 for May 2019

signiicantly. We hypothesize that the fall in temperature caused the domestic heating to turn on, which caused
the peak in NO2 concentration. To support our hypothesis, we computed the Pearson’s correlation coeicient (r)
value for NO2-Temperature correlation, which was found to be −0.8. This indicates a highly signiicant negative
correlation between temperature and NO2 concentration.

4.1.1 Improving trafic prediction with pollution and meteorological features: Ascertained that winds speed and
temperature are some of the most important factors that signiicantly afect the correlation between traic
and NO2, the availability of well-formed data collected by the city of Madrid7 let us verify the possibility of
improving the prediction of traic intensity by including pollution and meteorological features in the analysis
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Fig. 6. Trafic, NO2, and Wind Speed values with respect to diferent hours of the day on May 11

Fig. 7. Trafic, NO2, Wind Speed, and Temperature values with respect to diferent hours of the day on May 11

(and, consequently, in the signature of our ODT). To this end, we developed an LSTM Recurrent Neural Network
with 3 hidden layers, a dropout layer, and early stopping enabled (to keep the model from going into overitting).
Unlike conventional feedforward neural networks, the usage of memory units instead of hidden neurons helps
the LSTM RNN to keep feedback connection and to use the sequence of n number of previous outputs to provide
an output at time t. The choice of a so designed LSTM RNN is due to the fact that the nature of traic, pollution,
and meteorological data is time-series and, having the capability of considering previous time steps, LSTM RNN is
a very popular choice for predictions that are based on the time-series data (further details about its architecture
and coniguration can be found in [4]).

In this work, the considered features for training the LSTM RNN were: a) traic intensity data, collected from
traic sensors located near (less than 500 m) to an APM station; b) air pollution data, i.e., (CO , NO , NO2, NOx ,
O3; and c) Atmospheric data, i.e, wind speed, wind direction, pressure, temperature. These data were collected
over the period of 1 year (January 2019-December 2019), which consisted of nearly 9,000 records to be used in
the experiment. Following the convention, 67% allocated for training purposes and the remaining 33% designated
for testing. We compared the performance of the model with the performance of a baseline model, which was
trained using only traic time-series data. Mean absolute error and mean squared error were used as evaluation
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metrics. On comparing the performances, we found out that the addition of air pollutants and atmospheric data
improved the forecasting accuracy average around 40% in terms of mean absolute error [4].

4.1.2 Improving trafic prediction with noise pollution: As an extension of our previous work [4], we trained the
LSTM RNN model using noise pollution level and traic time-series data. Hourly traic and noise pollution data
were collected from a traic sensor and a noise pollution sensor, situated at around 25m distance from the traic
sensor. Following the previous work, we compared the performance of the model with a baseline model which
was trained with only traic time-series data, and we achieved around 13.48% improvement in terms of mean
absolute error [5]. Unfortunately, since the two datasets were not integrable, noise and air pollutants have not
been considered simultaneously with atmospheric data.

To wrap-up, ascertained that traic time-series data can be empowered by correlated phenomena (measurable with
low cost and general-purpose sensory infrastructure) such as NO2, winds speed, and temperature for enabling an
accurate traic prediction, we decided to include them in the signature of our ODT (see Figure 8), whose development
process is reported next.

Vehicles type  Vehicles count

(ODT) Road signature

Pollutants Temperature Wind speed

Fig. 8. Modeled ODT Road and its signature

4.2 ODT Development

In order to concretely develop a TMS carrying out traic prediction, the ODT demands for an EI system able to
gather traic, pollution and meteorological data from the environment, to process them with low-latency and
low-cost communication technology, and to store relative information in the database to ensure persistence of
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data for further analysis. The proposed system consists of several hardware components (shown in Figure 9) that
work together to achieve the desired goal:

• one general-purpose board: we opted for a Google Coral Dev Board, whose TPU performs up to 4 trillion
operations per second 9 and, hence, is particularly suitable for applying even complex EI techniques at the
network edge;
• two sensor boards: we opted for Gravity MEMS Gas Sensor Board for gathering pollutants data and Google
Environmental Sensor Board for gathering environmental telemetries;
• one camera module: it could be either Google Coral Camera or a normal USB Camera for gathering real
time video streams about the vehicles passing by the observed road;
• one microcontroller unit (MCU): we opted for a ESP32 WROOM 32D Board for interfacing with the Gas
Sensor Board.

Data from ESP32 and Coral Dev board are forwarded toward an MQTT Broker (implemented using Eclipse
Mosquitto10) to the core module of the system, in the form of structured data. This has been implemented
using Node-red11 for wiring between hardware devices and software modules (dispatching function) as well
as for managing rules, thresholds, and conditions which deine the backend logic of the system (controlling
function). In details, the Node-red module can (i) either fetch or update DTs status information via the REST
API of Eclipse Ditto12, which is encapsulated in a Docker13 container along with its software dependencies; (ii)
manage data persistence through two diferent NoSQL databases, i.e.,MongoDB14 for the DT status and InluxDB15

for telemetries; and (iii) support data visualization by making use of Grafana16’s user-friendly dashboards. An
overview of these software modules with their deployment is depicted in Figure 10. In particular, it should be
noted that the Google Coral Dev Board and its Coral Camera, the Environmental Sensor Board as well as the Gas
Sensor board and the ESP32, are deployed at the edge of the network in line with the EI principles, to gather
the video and real-time telemetries needed directly from the ield and there apply real-time inference with AI
algorithms. However, as for the other modules of backend logic (Node-red), communication services (MQTT
Broker), and data storage (InluxDB, MongoDB) and visualization (Grafana), they all could be distributed outside
the deep Edge, for example on the Cloud, thus keeping the same operation but with a notable impact on the
overall performance, as discussed in the following.

4.3 Performance Evaluation

EI allows processing data locally, i.e., without sending them to the remote servers, with several beneits in terms
of latency, bandwidth consumption and energy dissipation, as well as with implication in terms of cost, privacy,
and security. Therefore, to quantify how EI could impact on our TMS and, particularly, on the time-sensitive
task of vehicle recognition, we irst evaluate the performance (in terms of accuracy and latency) of diferent DL
models in Section 4.3.1 and, then, we provide a comparison with respect to a conventional cloud-based solution
in Section .

4.3.1 Models performance test. After the survey of the available models for vehicle recognition, we found that
the most promising ones are:

9https://coral.ai/docs/edgetpu/benchmarks/
10https://mosquitto.org/
11https://nodered.org/
12https://www.eclipse.org/ditto/
13https://www.docker.com/
14https://www.mongodb.com/
15https://www.inluxdata.com/
16https://grafana.com/
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Fig. 9. Overview of the hardware components of the ODT-based TMS
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Fig. 10. Overview of the sotware modules of the ODT-based TMS

• Three pre-trained models taken from TensorFlow Hub 17], strongly suggested by Google Coral’s community,
i.e., SSD MobileNetV1, SSD MobileNetV2 and SSDLite MobileDet [43].

17https://tfhub.dev/s?deployment-format=lite&module-type=image-object-detection
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• Two models trained with custom Datasets using Transfer Learning technique on EicientDet architecture
[41] through TensorFlow Lite Model Maker 18: (i) MTD Model, trained using Mini Traic Detection (MTD)
dataset19 and (ii) TI Model, trained using Traic Images (TI) dataset20.

In order to provide an accurate analysis, each model has been tested over our Google Coral Dev Board with
the same video stream and its performance measured in terms of mean average precision (mAP) and latency. The
mAP is the primary metric according to COCO evaluation metrics [27] and is based on (i) Confusion Matrix;
(ii) Intersection over Union (IoU); (iii) Recall; and (iv) Precision. Each model is assigned its own mAP which
represents the accuracy score averaged over all detection’s categories. The term latency, instead, refers to the
time required for just one inference: the higher this value, the slower is the overall inference applied by the
model. The testing session summarized in Figure 11 pointed out that, in our case, models’ accuracy and latency
are inversely proportional: if the accuracy increases, the latency decreases and vice versa.

The pre-trained models perform very fast, both with real-time and recorded videos. In fact, none of the three
exceed 30ms per frame as inference time. The fastest one, according to the tests taken, is SSD MobileNet V1, which
has a latency of 12.6ms. On the other hand, whatever they earn in latency, they lose it in terms of accuracy. In
fact, all the three models didn’t perform very well in detecting classes, sometimes they weren’t able to detect
the object even if it was on the frame. Conversely, while the re-trained MTD Model and TI Model exhibit higher
precision, they may sacriice some degree of responsiveness: indeed, both the re-trained models have almost the
same latency (around 70 ms per frame), which more than the double of the lowest pre-trained model. However,
the neural network with the highest mAP between the two of them is the MTD Model (85.5%), trained using
zoomed images of vehicles (MTD dataset19) and, therefore, more suited for situations in which the camera is not
too far from vehicles.
Providing the best trade-of between accuracy and latency, we have decided to use the MTD Model for our TMS,

and a further performance analysis of the overall system is reported as follows.

4.3.2 Performance comparison with Cloud-based deployment. In order to point out the added value produced by
the EI-based deployment based on the Google Dev Coral Board, the chosen MTD Model has been tested with the
same video stream on a typical Cloud instance (i.e., Intel® Core™ i7-6820HQ, 2.70GHz x 8), aiming to compare the
performance of these two conigurations. The results achieved provide very interesting insights from diferent
viewpoints, and are reported in Table 2. First, with respect to inference time per frame, the Edge TPU is 1,6 times
faster than the Cloud’s CPU (70.40ms vs. 112.32 ms) thanks to the ML accelerator of the Google Coral Board.
But it also notably improves the whole system performances in terms of power consumption (the slower the
model, the more is the power dissipated by the device) and memory saving (by reducing the model size). Beyond
guaranteeing a lower time, the EI implementation avoids additional overhead coming from the networking: if
using a cloud-centric approach for computer vision tasks (such as the vehicle detection one), the frames captured
from the real-time video stream at the edge need to be forwarded to the cloud as input for the inference task.
In our case, each frame captured by the camera module through a Python algorithm has an approximate ile
size of 1,936Mb. Such a data traic impact on the network latency for around 43ms for frame (exploiting the
Coral Dev Board 802.11ac interface at 2.4GHz for a greater coverage, the realistic data rate is up to 450Mbps9)
but, it simultaneously afects the power dissipation of the edge device and, more importantly, the bandwidth
consumption. Indeed, taking into account one-day interaction between edge device and cloud server with a
20fps (frame per second) bit rate, 1,729,000 frames would be eventually sent, for a total of 3.34Tb of daily data
traic. Conversely, if we locally process the frame and forward only results to a remote server through an MQTT
message, a small packet of 67 bytes (including packet ID, control headers and payload) is needed, four orders of

18https://www.tensorlow.org/lite/models/modify/model_maker
19https://www.kaggle.com/datasets/zoltanszekely/mini-traic-detection-dataset
20https://universe.robolow.com/traic/label-yeebg

ACM Trans. Sensor Netw.

https://www.tensorflow.org/lite/models/modify/model_maker
https://www.kaggle.com/datasets/zoltanszekely/mini-traffic-detection-dataset
https://universe.roboflow.com/traffic/label-yeebg


Opportunistic Digital Twin: an Edge Intelligence enabler for Smart City • 19

Fig. 11. Benchmark in terms of Latency and Accuracy of both pre-trained and re-trained models

Table 2. Performance Evaluation: Edge- vs Cloud-based deployment

Edge Cloud

Model Latency (per inference) 70.40ms 112.32ms
Network Latency (per frame) 0 34ms

Data Traic (per frame) 0.54Kb 1.936Mb
Data Traic (per day) 0.872Gb 3.34Tb

magnitude lower with respect to the previous case, thus saving a huge data traic every day (only 0.872Gb vs.
3.34Tb).
Summarizing, the beneits coming from the edge-based deployments are manifold (latency, bandwidth, energy,

privacy, etc.) and the continuous advances in the ield of general-purpose devices equipped with AI accelerators
promise to further push for an always wider adoption of EI, with positive impacts on those approaches, exactly like
the ODT, which aims to support the service provision locally and in a data-driven manner.

5 CONCLUSION AND FUTURE WORKS

The need of infrastructures focused on speciic sensing tasks and powerful enough for promptly processing big
amount of data hinder the development of key IoT services, especially those particularly complex and large scaled
typical of the smart cities. In this direction, we have presented the deinition and the irst implementation of
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ODT, a novel concept at the conluence of DT, synthetic sensing and EI aimed to simplify the (re)engineering
of large-scale distributed smart systems by moving complexity from hardware infrastructure to software layer.
We have irst introduced the key building blocks of our approach which is highly innovative since bottom-up,
data-driven and multidisciplinary; then, we have presented a use case related to a ODT-based TMS focused on
traic prediction, built from the preliminary modelling to the implementation and the performance evaluation.
The obtained results through real data are indeed very positive, and the overall approach promises to be more
eicient than the state-of-the-art (mainly consisting in conventional cloud-based solutions).

In line with the limitations and challenges discussed in Section 3.2.1, we propose a threefold research direction
for future work: (i) enrich the current ODT with all the functionalities presented in Section 3.3, for example by
providing the ODT with additional event detection capabilities (e.g., traic anomalies); (ii) develop additional
large-scale use cases in other IoT scenarios beyond the smart city domain, where it has been successfully exploited,
i.e., the industry in the context of the Horizon Europe MLSysOps 21; and (iii) inally, provide a systematization of
the development practices presented in this work under the form of a full-ledged methodology. In order to fully
use and move the ODT to real deployment, there is also the need for a systematic study about the security and
privacy issues that this approach may have. The issues can range from the introduction of false or fake signatures
to trick or mislead the results, to the possibility of determining speciic behavioral patterns of a single person. In
addition, anomalies can be purposely injected into the system in order to derive wrong output and reactions. In
many cases, these security issues can be similar to those that IoT system cope with in the deployment scenarios.
The major security concerns are those related to the injection of signatures that do not really represent the
actual behavior of real objects. The łcamoulage efectž could be considered another important challenge to the
approach.
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