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Abstract. Online communication has overcome linguistic and cultural
barriers, enabling global connection through social media platforms. However,
linguistic variety introduced more challenges in tasks such as the detection
of hate speech content. Although multiple NLP solutions were proposed
using advanced machine learning techniques, data annotation scarcity
is still a serious problem urging the need for employing semi-supervised
approaches. This paper proposes an innovative solution— a multilingual
Semi-Supervised model based on Generative Adversarial Networks (GAN)
and mBERT models, namely SS-GAN-mBERT. We managed to detect
hate speech in Indo-European languages (in English, German, and Hindi)
using only 20% labeled data from the HASOC2019 dataset. Our approach
excelled in multilingual, zero-shot cross-lingual, and monolingual paradigms,
achieving, on average, a 9.23% F1 score boost and 5.75% accuracy increase
over baseline mBERT model.

Keywords: Hate Speech, offensive language, semi-supervised, GAN,
mBERT, multilingual, social media.

1 Introduction

Social media platforms like Twitter and Facebook have been growing in popularity
in recent years as means of communication and connection. Unfortunately, an
increasing concern has been illustrated, along with this expansion, that many
people have reported encountering hate speech and offensive content on these
platforms [1]. In fact, due to the anonymity provided by these tools, users are
becoming more free to express themselves, and sometimes engaging in hateful
actions [2]. In addition, offensive content is no longer restricted to human scripting,
but it’s crucial to acknowledge that Generative AI and Large Language Models
(LLMs) can also generate it, which emphasizes further the need for robust
content moderation. Moreover, due to the enormous volume of multilingual
content spread online, it has become more difficult to manually regulate it.
However, there have been several initiatives to automate the detection of hateful
and offensive content in multilingual settings, which remains a challenging task
[3]. Indeed, most of the existing machine learning solutions (monolingual and
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multilingual) have used supervised learning approaches [3], where transfer learning
techniques, based on pre-trained Large Language Models LLMs, have proven
to give outstanding results. In fact, Transformer-based architectures, such as
BERT (Devlin et al., 2019 [4]), have been demonstrated to achieve state-of-
the-art performance in a variety of hate speech detection tasks. As a result,
a large number of BERT-based approaches were presented in this field [5–
8] etc. Moreover, multilingual transformers, particularly mBERT (multilingual
BERT), have been implemented in the multilingual domain. This model has
provided cutting-edge performance in cross-lingual and multilingual settings,
where several studies demonstrate its usefulness in many languages especially
in low-resource ones [9] etc. While these approaches have made remarkable
advances, they still have difficulties obtaining enough annotated data, which is
further complicated in multilingual hate speech detection tasks. More specifically,
acquiring such high-quality labeled corpora is expensive and time-consuming
[10]. Adding to that, multilingual robust models often depend on enormous
linguistic resources, which are mostly available in English (as a rich-resource
language). As a result, these models encounter generalization issues that yield
decreased performance when used with low-resource languages [11].
As a solution for these deficiencies, Semi-Supervised SS-Learning was introduced
in order to decrease the need for labeled data. It enables building generalizable
efficient models with unlabeled corpora using only small-sized of annotated
samples. Thus, SS-Learning was largely used in NLP for hate speech detection
tasks [12, 13]. One of these SS techniques is Generative Adversarial Network
(GAN) [14], which is based on an adversarial process, where a “discriminator”
learns to distinguish between real and generated instances, produced by a “generator”
that mimics data based on a distribution. An extension of GANs is Semi-
Supervised SS-GANs, where the “discriminator” also allocates a class to each
data sample [15]. It becomes a remarkable solution in semi-supervised learning in
hate speech detection, widely used combined with pre-trained Language models
like SS-GAN-BERT [16] (non-English language).
In this paper we propose a semi-supervised generative adversarial framework,
in which we incorporate mBERT for multilingual hate speech and offensive
language detection, and we hereby refer to the introduced model as SS-GAN-
mBERT. This procedure leverages mBERT’s ability to generate high-quality
text representations and to adapt to unlabeled data, contributing to enhancing
the GAN’s generalization for hate speech detection in multiple languages. Even
though GAN-BERT has been utilized for different non-English languages in NLP,
the semi-supervised GAN-mBERT approach remains underexplored specially in
multilingual hate speech detection. Therefore, this study aim to fill this gap by
proposing the SS-GAN-mBERT model for hate speech and offensive language
detection across English, German, and Hindi. The key contributions are as
follows:

– We proposed an SS-GAN-mBERT model, in multilingual and cross-lingual
settings, and we compared with baseline semi-supervised mBERT, evaluating
the impact of adopting GAN on improving pre-trained models’ performance.
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– Training across three scenarios: multilingual, cross-lingual (zero-shot learning),
and monolingual, in order to examine linguistic feature sharing within Indo-
European languages and prove their crucial role in enhancing text classification
tasks.

– Exploration of SS-GAN’s progressive influence in improving performance
through iterative labeled data increase in a multilingual scenario.

2 Literature Survey

2.1 GAN for Hate Speech detection

In order to address the challenge of imbalance labeling with hateful tweets,
Cao et al. [17] (2020) presented HateGAN, a deep generative reinforcement
learning network. Inspired by Yu et al. (2017) [18] (SeqGAN), their reinforcement
learning-based component encourages the generator to produce more hateful
samples in English by introducing a reward policy gradient to direct its generation
function. Their results indicate that HateGAN enhances hate speech identification
accuracy. Although their contribution in implementing reinforcement learning,
there wasn’t a detailed explanation of its influence on the model’s performance,
nor a significant improvement in the results. Therefore, we won’t consider this
method in our approach for the moment.

2.2 GAN-BERT

GAN-BERT was first introduced by Croce et al. [19] (2020) as a viable solution
to deal with the lack of annotated data. They’ve seen that using semi-supervised
learning could be beneficial in this case in order to improve the generalization
performance within the availability of little amount of labeled data. As a result,
they proposed GAN-BERT, an extension of BERTmodel combined with generative
adversarial network and fine-tuned on labeled and unlabeled data. They implemented
their model on several classification datasets, and they found that the performance
of their semi-supervised model gets better every time increasing the size of
labeled dataset. Moreover, Jiang et al. [20] used CamemBERT, and ChouBERT
in order to build GAN-BERT models. They also worked on examining varied
losses over changing the number of labeled and unlabeled samples in the training
French datasets in order to provide greater understanding into when and how to
train GAN-BERT models for domain-specific document categorization. Adding
to that, Jain et al. [21] worked on consumer sentiment analysis using GAN-BERT
within aspect fusion. They extracted several service features from consumer
evaluations and merged them with word sequences, before feeding them into
the model.

2.3 GAN-BERT for Hate Speech detection

Ta et al. [22] handled the Detection of Aggressive and Violent INCIdents from
Social Media in Spanish (DAVINCIS@IberLEF2022). In order to increase the
dataset size, they used back translation for data augmentation, implementing the
models of Helsinki-NLP. By translating the original tweets in Spanish to English,
French, German, and Italian, then translating them back to English to be used in
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the BERT-based model, they managed to balance the dataset and fill the violent
label deficiency. Moreover, working on Bengali both hate speech and fake news
detection, Tanvir et al. [16] used Bangla-BERT based GAN-BERT model. They
compared its performance with Bangla-BERT baseline, to interpret the benefit
of implementing GAN, especially on a small amount of data samples. In addition,
Santos et al. [23] proposed an ensemble of two semi-supervised models in order
to automatically generate a hate speech dataset in Portuguese with reduced bias.
The first model incorporates GAN-BERT network, where they used Multilingual
BERT and BERTimbau, while the second model is based on label propagation
to propagate labels from existing annotated corpora to unlabeled dataset.
Overall, the existing hate speech detection methods based on GAN-BERT have
shown effectiveness, especially in languages apart from English. These approaches
have focused on languages such as Spanish, Portuguese, and Bengali, and have
used personalized BERT variants that were pre-trained specifically for these
languages, working on monolingual approaches. The goal of our paper is to build
a multilingual BERT-based semi-supervised generative adversarial model. This
method involves simultaneously training in many languages, including English,
German, and Hindi within labeled and unlabeled data, in order to share linguistic
features. The primary goal of this research is to determine the influence of
GAN-based algorithms in the context of multilingual text classification, with
a particular emphasis on their performance on unlabeled datasets.

3 Methodology
3.1 Semi-Supervised Generative Adversarial Network: SS-GAN
Starting with understanding the general concept of Generative Adversarial Networks,
GAN was first introduced by Goodfellow et al., 2014 [14], composed basically
from two components: a “generator” (G) and a “discriminator” (D). During
training, the generator generates synthetic data while the discriminator determines
whether the data is real or fake. In this context, G aims to generate data samples
that increase the difficulty for D to recognize them from real data, whereas the
latter aims to enhance its capacity to distinguish between these data samples. As
a result, G generates progressively more realistic data. After that, Salimans et
al. [15] introduced, in 2016, Semi-Supervised SS-GANs, a variant of GANs that
enables semi-supervised learning in GAN network, which means that D allocates
also a label to the data samples. Overall, Table 1 sums up a simple illustration
of the roles and related loss functions in mathematical formulas of both GAN’s
D and G. First of all, let preal and pg denote the real data and generated data
distribution respectively, p(ŷ = y|x, y = k+1) the probability that a sample data
x is associated with the fake class, and p(ŷ = y|x, y ∈ (1...k)) the probability
that x is considered real.

3.2 SS-GAN-mBERT
Starting with a pre-trained mBERT model1, we fine-tuned it by adding GAN
layers for semi-supervised learning. More specifically, assuming we are working

1 https://github.com/google-research/bert/blob/master/multilingual.md



Multilingual Hate Speech Detection using Semi-Supervised GAN 5
Table 1. Roles and Loss Functions for the Discriminator D and Generator G in SS-
GAN frameworks

D G

Role

Training within (k + 1) labels, D assigns “real”
samples to one of the designated (1, ..., k) labels,
whereas allocating the generated samples to an
additional class labeled as k + 1.

Generating samples that are similar to the
real distribution preal as much as possible.

Loss
function

L = Lsup + Lunsup

where:
Lsup = −Ex,y∼preal

log[p(ŷ = y|x, y ∈ (1, . . . , k))]
and
Lunsup = −Ex,y∼preal

log[1 − p(ŷ = y|x, y = k + 1)]
−Ex∼G log[p(ŷ = y|x, y = k + 1)]

L is the error of correctly identifying fake
samples by D
L = Lmatching + Lunsup

where:

Lmatching =
∥∥Ex∼preal

f(x) − Ex∼Gf(x)
∥∥2

2
and
Lunsup = −Ex∼G log[1 − p(ŷ = y|x = k + 1)]

Lsup is the error in wrongly assigning a label to a real data sample.
Lunsup is the error in wrongly assigning a fake label to a real (unlabeled) data sample.
f(x) represents the activation or feature representation on an intermediate layer of D.

Lmatching is the distance between the feature representations of real and generated data.

on classifying a sentence s = (s1, ..., sn) over k classes, mBERT outputs an
n + 2 vector representations in Rd: (hCLS , hs1...hsn, hSEP ). As a result, hCLS

representation will be used as a sentence embedding for our classification task. As
illustrated in Figure 1, we combined the GAN architecture on top of mBERT by
including an adversarial generator G and a discriminator D for final classification.

We took both G and D as a multi-layer perception MLP. First of all, G takes a
50-dimensional noise vector and generates a vector hfake ∈ Rd. Then, this vector
can be received by the discriminator D along with the representation vector of
real data (labeled and unlabeled) produced by mBERT: hCLS . After that, the
last layer of the discriminator D, which is a softmax activation layer, will output
3 vectors of logits (for the 3 classes for our task: ‘hateful and offensive’, ‘normal’,
and ‘is real or fake?’ classes). More specifically, during traning, if real data are
sampled (h = hCLS), D will classify them into the 2 classes of the hateful data
(‘hateful and offensive’ or ‘normal’), otherwise, if h = hfake, D will classify them
into all of the 3 classes.
No cost at inference time: During the inference phase, the generator G
is no longer utilized after training, but the remainder of the original mBERT
model and the discriminator D are maintained for classification (inference phase).
This means that utilizing the model for final classification doesn’t require any
additional computational resources overhead [19].

4 Experiments and Results

4.1 Dataset

In the HASOC track at FIRE 2019, Mandl et al. [24] created an Indo-European
Language corpora for Hate Speech and Offensive Content identification, extracted
from Twitter and Facebook. They provided three publicly available datasets2 in
English, German, and Hindi, which presents respectively 40.82%, 26.63% and
32.54% of the total training dataset. For each language, they provide the train
and test datasets labeled in three subtasks. In the first subtask, the data is

2 https://hasocfire.github.io/hasoc/2019/
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Fig. 1. Structure of SS-GAN-mBERT model for multilingual hate speech
detection. “L” refers to labeled data subset & “U” refers to unlabeled data subset.
Given a random noise vector, The GAN generator G generates fake data samples and
outputs vectors hfake ∈ Rd, which are used as input to the discriminator D, along with
the representations of L and U data executed by mBERT as hCLS ∈ Rd vectors for
each of the given languages.

binary labeled into (HOF) Hate and Offensive, and (NOT) Non Hate-Offensive.
Figure 2 displays the class distribution of each language in this training dataset.
As for the test set, English contain 34,71%, German 25.59%, and Hindi 39.68%.
In our work, we considered the first subtask. Taking the training set, we divided
it into 80% (∼11.5k) for the Unlabeled set (U), and 20% (∼3k) for the Labeled
set (L), keeping the same class distribution. We selected this division because we
aim to prove the efficiency of using GAN to train on small-size labeled datasets.
We also present the evolution of our SS-GAN-mBERT model’s performance (F1
macro score) using progressive percentages of labeled dataset L. We analyze the
influence of increasing this amount of data in order to prove the importance of
implementing GAN within a pre-trained language model to be efficient enough
with the least amount of labeled data. This means that even with few annotated
samples, SS-GAN-mBERT can give pretty good classification results, unlike
using pre-trained language models alone, which require a lot of annotated datasets
to be able to give similar performance.

4.2 Experiments and Analysis
Training scenarios We are focusing on training two models, SS-GAN-mBERT
and baseline semi-supervised mBERT. First of all, as part of our multilingual
approach, our training process will consider all three languages of our dataset
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Fig. 2. Class distribution over languages in HASOC2019 training dataset.
Note: In this corpora, English presents 40.82%, German 26.63%, and Hindi 32.54%.

(English, German, and Hindi). Utilizing linguistic features and patterns that are
shared across these languages, we aim to analyze the influence of this method
on our model performance. As a result, we will evaluate model results for each
language separately using separate test sets provided by HASOC2019 for our
evaluation process. Adding to that, we will consider a cross-lingual scenario, we
will train our models on the English dataset because of its rich linguistic resources
and its size compared to the other two languages. Then, using a zero-shot
learning paradigm for the other two languages, we will evaluate these models.
Lastly, by training models separately on each language, we are investigating
the monolingual scenario. This method contributes to a richer understanding of
model behavior across many linguistic contexts by providing insights into the
complexities and difficulties unique to each language.

Models implementation Based on the computational resources used in the
training process, we made the architecture of GAN as simple as possible. In fact,
the Generator is implemented as a Multi-Layer Perceptron MLP with one hidden
layer, it is used to generate fake data vectors. More specifically, it transforms
noise vectors, which are extracted from a standard normal distribution N(0, 1)
(Where its values are sampled from the standard normal probability distribution
with a mean (µ) of 0 and a standard deviation (σ) of 1). The generator consists
of a linear layer that transforms the input noise vector of size 50 to a hidden
size vector of 512, followed by a 0.2 LeakyReLU activation layer and a dropout
layer with a rate of 0.1.
Similar to the generator, the discriminator is another MLP with one hidden layer,
it is composed of a linear transformation layer with a 0.2 leakyReLU activation,
followed by dropout layer (of rate 0.1). The linear layer outputs class logits with
3 outputs including a separate class for fake/real data. These logits are then
directed to a softmax activation layer in order to derive class probabilities. This
architecture is used for our final classification task.
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To build our SS-GAN-mBERTmodel, we used “BERT-Base Multilingual Cased”3:
trained on 104 languages, this transformer is composed of 12 layers, 768 hidden
size and 12 attention heads, and it has 110M parameters. We selected the model
state ‘Cased’ as it’s mainly suggested for languages with non-Latin alphabets
(e.g. Hindi). Moreover, our models have been implemented using Pytorch4 and
trained using batch size of 32 on Google Colab Pro5 (V100 GPU environment
with 32 GB of RAM). We set the maximum length variable to 200, and we train
our models on 5 epochs, with a learning rate of 1e− 5 and AdamW optimizers
for both the discriminator and the generator. We used Accuracy and F1 macro
score as evaluation metrics to measure our models results displayed in Table 2.

Table 2. Results of SS-GAN-mBERT in monolingual, cross-lingual and multilingual
training on HASOC2019 dataset.

English German Hindi

Acc. F1 Acc. F1 Acc. F1

Monolingual

training

Baseline mBERT 0.638 0.601 0.842 0.485 0.696 0.693

SS-GAN-mBERT 0.731 0.673 0.811 0.538 0.754 0.754

Cross-lingual

training

Baseline mBERT 0.657 0.502 0.567 0.557

SS-GAN-mBERT 0.704 0.561 0.636 0.63

Multilingual

training

Baseline mBERT 0.736 0.699 0.820 0.583 0.737 0.736

SS-GAN-mBERT 0.753 0.708 0.771 0.609 0.783 0.783

In cross-lingual training, we implement zero-shot learning: training on English and testing on
German and Hindi.

Results & Analysis Considering the three training paradigms: Monolingual,
zero-shot Cross-lingual, and Multilingual, the results in Table 2 illustrate that
SS-GAN-mBERT consistently outperforms the baseline mBERT. In the context
of multilingual training scenario, SS-GAN-mBERT proved to be an effective
option for improving performance, achieving the highest overall results, compared
to monolingual and cross-lingual training. The model shows 6.5% increase in
accuracy and 6.4% rise in F1 score in Hindi, compared to the baseline model.
These results highlight the model’s efficiency in employing multilingual data to
improve its linguistic representation and hence increase its classification capability.
The same improvement is highlighted in zero-shot cross-lingual training, where
SS-GAN-mBERT demonstrated the highest results getting to ∼12% increase in
both the accuracy and in F1 macro score for Hindi. This doesn’t hide both
of the models’ remarkable results in the monolingual paradigm getting the
most increased accuracy of ∼84% in German. Overall, with SS-GAN-mBERT
continually surpassing the baseline in all training situations, this underlines
the effectiveness of adversarial training in improving the model’s capacity to
recognize fine-grained linguistic features, which proved to be enhanced further
with the increase in the number of languages. Adding to that, since we’re dealing

3 https://github.com/google-research/bert/blob/master/multilingual.md
4 https://pytorch.org/
5 https://colab.research.google.com/signup
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with an imbalanced dataset, we’re considering F1 macro scores to analyze the
performance of our models, thus, comparing the languages output, we can say
that our models gain the highest performance in Hindi. This can be due to the
size of the corresponding dataset, which is bigger than German, so it’s reasonable
why getting the lower performance for the latter language.

5 Discussions and Future directions

5.1 Discussions

Improving performance through iterative Labeled data increase: Based
on the results we obtained, as illustrated in Table 2, we took the best training
paradigm, which is multilingual training, tested on Hindi, and we reiterated
the training of both of the models while progressively increasing the annotated
dataset L. Maintaining the same size of unlabeled material U, we start by
sampling only 1% of L (which presents very few samples, 29 samples), then
raising the labeled set size with 5%, 10%, 20% etc. As we already explained in
previous subsection 4.2, we will consider F1 macro score metric.

Fig. 3. F1 Score Progress on Hindi: Baseline mBERT vs SS-GAN-mBERT
in multilingual training.

Based on Figure 3, we can clearly observe the difference between the baseline
and SS-GAN-mBERT models, especially when using the smallest percentage
of L data, and even with the use of almost the total amount of labeled data
(80% - 90%), the baseline couldn’t reach the performance of SS-GAN-mBERT.
Moreover, it was also evident that SS-GAN-mBERT managed to reach the same
performance as the baseline model, with a very less amount of labeled data
(e.g. we can see the same F1 macro score attained by SS-GAN-mBERT with
1% of L while the baseline needed more than 6% to reach it). Another aspect
to consider is the requirement for labeled data. In fact, in this semi-supervised
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framework (whether within GAN-mBERT or mBERT alone), we can see that
with the training unlabeled sets provided U, both of the models didn’t need a big
volume of annotated data. More specifically, as presented in Figure 3, baseline
mBERT started giving F1 macro score of more than 0.7 with ∼40% of L while
SS-GAN-mBERT needed only∼30% to reach this performance, this indicates the
benefits of implementing SS-learning as it helps to reduce the necessity to data
labeling. Overall, we managed to show, through these experiments, that the need
for annotated instances is reduced when the GAN structure is applied over SS-
mBERT, it can be reduced more when further improving the structure of GAN,
which could be our next step in future work to implement more complex GAN
structures with more hidden layers in both the generator and the discriminator.
Computational cost at inference time: Considering the cost at inference
time as already mentioned in subsection 3.2, we measured the time both of the
models took in each of the training paradigms, and we didn’t observe a huge
difference (the maximum time gap was 16 minutes in one training scenario),
which proves that the training time of SS-GAN-mBERT remains quite similar
to that of the baseline model. This suggests that the SS-GAN-mBERT is an
effective choice for situations where both training efficiency and robustness are
important because its usefulness in inference time doesn’t require significantly
more extended training duration. However, this is still related to the simple
structure of our GAN’s generator (MLP), which could increase the time gap
when implementing a more complex structure. Overall, this opens new directions
we aim to examine for future research.

5.2 Future directions

We have chosen a constant noise vector of size 50 as input to our GAN’s
generator. We selected this value based on the results of the first experiments
we made and on the computational efficiency provided. In the future, we aim
to develop strategies that automatically optimize the generator to set the best
noise vector size for any dataset. For instance, Wasserstein GAN could help
provide the diversity of the data produced by the generator, thus, improving
training stability [25]. Moreover, in dealing with the problem of class imbalance,
we aim to reduce the effect of this issue by implementing new data augmentation
solutions such as back translation [22], or working on GAN’s data augmentation.
Although this task still needs more work to improve GAN’s accuracy, there have
been many good attempts we aim to explore such as Conditional GAN [26].
Furthermore, we aim to generalize better and employ more advanced multilingual
Large Language Models (LLMs) like BLOOM, GPT-3. Although this procedure
requires more computational resources, we aim to start with smaller architectures
like GPT-2, and Distil-GPT [27] and we seek to explore their performance within
the SS-GAN model for future research.

6 Conclusion

In this paper, we introduced a Semi-Supervised Generative Adversarial SS-GAN-
mBERTmodel, which achieved remarkable performance in both multilingual and
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zero-shot cross-lingual hate speech detection for English, German, and Hindi.
Our method emphasizes the usefulness of using semi-supervised learning to
address the challenge of data labeling scarcity, yielding impressive results, which
were further improved via Generative Adversarial Network (GAN).
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