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Abstract Background Video anomaly detection has always been a hot topic and attracting an increasing 

amount of attention. Much of the existing methods on video anomaly detection depend on processing the 

entire video rather than considering only the significant context. This paper proposes a novel video 

anomaly detection method named COVAD, which mainly focuses on the region of interest in the video 

instead of the entire video. Our proposed COVAD method is based on an auto-encoded convolutional 

neural network and coordinated attention mechanism, which can effectively capture meaningful objects in 

the video and dependencies between different objects. Relying on the existing memory-guided video frame 

prediction network, our algorithm can more effectively predict the future motion and appearance of objects 

in the video. Our proposed algorithm obtained better experimental results on multiple data sets and 

outperformed the baseline models considered in our analysis. At the same time we improve a visual test 

that can provide pixel-level anomaly explanations.  

Keywords Video Surveillance; Video Anomaly Detection; Machine Learning; Deep Learning; Neural 

Network; Coordinate attention 

1 Introduction  

Video anomaly detection is a research hotspot in the field of computer vision, attracting many researchers 
[1,2,3]. With the improvement of hardware processing performance and the increase of human resource costs, 

it becomes more unreasonable to consider manual 24-hour uninterrupted video monitoring approaches. The 

Vincent's SmartCatch intelligent video surveillance systems operated at the San Francisco International 

Airport, Helsinki airport and several other airports are capable of detecting physical security breaches real-

time. After analysis the statistics from these systems, airport leaders found hundreds of incidents that 



threaten security every day, which have not been discovered before [4] with unsustainable human 

monitoring systems. Therefore, it is imminent to propose an effective intelligent video anomaly detection 

technology that can further detect video anomalies in real scenarios. The core of video anomaly detection 

technology is to find out abnormal events from a series of continuous videos. However, in the real world, 

abnormal events cannot define accurately and have no boundary [5]. Therefore, it is impossible to label all 

abnormal events to generate datasets to train supervised models. In addition, it is difficult to collect 

sufficient number of types and quantities of abnormal data and hence, it is not reasonable to use supervised 

learning algorithms for video anomaly detection tasks. Existing algorithms are mostly unsupervised and 

semi-supervised [6]. 

Many videos anomaly detection algorithm uses convolutional neural network (CNN) to learn video 

features, including temporal dimension features and spatial dimension features. Then, use inverse coding to 

reconstruct the video or combine with optical flow technology to predict the next frame. According to the 

definition of training loss, existing unsupervised and semi-supervised video anomaly detection algorithms 

are divided into two categories, one is reconstruction-based anomaly detection [7,8,9], and the other is 

prediction-based [10,11,12] anomaly detection algorithms. The reconstruction-based anomaly detection 

algorithm defines the reconstruction loss as the training loss. Reconstruction-based method assumes that 

the detection model is trained by a large amount of normal data, the model can accurately describe normal 

events, extract video features, and restore video features to video frames with small reconstruction errors. If 

no data objects participate in the training especially for abnormal events, then the model will get a large 

loss when reconstructing abnormal videos. In the detection phase, error thresholds are set to detect 

abnormal events. To future frame prediction, the training error of the prediction-based video anomaly 

detection algorithm is the prediction error, and the basic structure is to extract the video features of the 

previous frames and predict the features of the future frames. During the training phase, the loss between 

the predicted future frame and the real future frame is calculated, and the network parameters are updated.        

This paper proposes a video anomaly detection algorithm for future frame prediction and thus, it follows 

the assumptions that the models trained on normal data sets have small errors in predicting future frames of 

normal events, and abnormal events have higher prediction errors due to their uncertainty [13].  

After the emergence of deep learning techniques, the use of CNN to extract video features instead of the 

original hand-made features greatly saves time and cost, and achieved higher accuracy after training the 

models on specific scenario. The basic structure of current video anomaly detection algorithms is almost 

the same. It is mainly divided into the following steps: input the video frame into the encoder to extract the 

features using the training method of the adversarial CNN, and use the decoder to restore the features. Then, 

calculate the error between restored features and the original features, and adjust the network parameters to 

make the extracted features closer to the video frame. The neural network has strong representation ability, 

but in order to prevent unbounded expression, it is necessary to limit the representation ability of the neural 

network by adjusting the pooling part of the network structure. In addition, it is difficult to obtain an 

accurate model to discriminate anomalies with a single network structure parameter training and thus, it is 

necessary to record the extracted video frame features (all training sets are from normal events). One of the 



most typical solutions for this is to adapt memory-guided video anomaly detection algorithm as proposed in 
[14] in 2020. This method adopts the latest U-Net symmetric network, which has strong representation 

ability. In U-Net network, the back-sampling technology in the decoder can make up for the loss of spatial 

information in the pooling process and the memory storage module further retains the features and feeds it 

back to the decoder for preserving spatial information. 

Video anomaly detection is different from traditional video analysis. Usually, abnormal events only 

occur in a small part of the video pixels and therefore, are inappropriate to focus on all video pixels as most 

of the video pixels are harmless, or called the background. Therefore, in the process of video feature 

extraction, attention should be focused on a few detectable partial objects. Object detection is very 

complected, which will consume a lot of time during video processing. Therefore, it is not advisable to use 

object detection in the training phase to focus attention on anomalous parts. 

In this paper, a content-based video anomaly detection algorithm - COVAD, is proposed and its network 

structure is modified based on the original memory-based video anomaly detection algorithm. The main 

goal of optimization in the training network is to focus on the objects in the video frame. We use content-

based attention mechanism to optimize the structure of the encoding network and removed the last batch of 

normalization layer of the U-Net network. The former is used to focus on the target or content in the video 

and the latter is used to limit the powerful bias of the neural network as it is important to blur the boundary 

between normal data and abnormal data in Powerful representations. Compared with the object detection 

algorithm, the attention mechanism is lightweight, does not take up a lot of time, and can effectively 

process video. The memory storage module stores more important content information, rather than the 

entire video frame pixels. Our experiments are deployed on the USCD [15] and Avenue datasets [16], and the 

experimental results show that the algorithm proposed in this paper has better results compared to the 

bench mark models. 

The main contributions of this paper are 1) to propose a novel video anomaly detection method, called 

COVAD, for future frame prediction by combining the content-based attention mechanism, which can 

resist the interference of noise and focus on extracting the features of objects in the video,  2) to redefine 

memory module, which is used to classify and memorize various normal behavioral patterns available in 

video streams, and 3) to further improve the performances of video anomaly detection models focused on 

both normal and exceptional events. The experimental results show that the performance of the proposed 

COVAD algorithm in this paper is significantly higher than that of the baseline models considered in this 

work. 

2 Related Work  

Before the advent of deep neural networks, video anomaly detection techniques usually employed 

handcrafted video appearance and motion features, statistics, regression, hashing, and classification. 

Venkatesh et al. [17] presented the insight that if abnormal behavior is local, then even normal events exhibit 

dependencies, and the optimal rules for normal behavior should also be local. This paper proposed a 

probabilistic framework to detect abnormal events in videos, and calculated a comprehensive score for each 



video segment through local experience and local statistics to detect abnormal events. In 2015, Kai-Wen et 

al. [18] proposed a hierarchical framework, which treated the process of detecting anomalies as a 3D pattern 

matching problem and detected abnormal events through hierarchical and Gaussian regression. In 2016, 

Ying Zhang et al. [19] proposed using a locality-sensitive hash filter to detect abnormal events. This method 

hashes the normal data set in the bucket through the locality-sensitive hash function, and matches the 

coordinate points in the bucket in the detection stage. Detect anomalies. In 2016, Mahmudul Hasan et al. 

combined hand-crafted features and auto-encoding techniques to propose an end-to-end learning 

framework that uses a fully convolutional feed-forward auto-encoder to learn features and classifiers, 

trained from multiple mixed data Model [20]. 

However, these methods usually require manual extraction of video features, which consumes a lot of 

time and labor costs, and identification is much more difficult in real-time detection. After the advent of 

deep neural networks, the situation has improved, and researchers and scholars have delivered the work of 

feature extraction to neural networks, and the benefits of neural networks are much greater than manual 

feature extraction [20]. Such similar classic algorithm was introduced by Weixin Luo et al. in 2017 CVPR 
[21], which proposed that the features extracted by deep neural networks are more accurate than traditional 

hand-made features, and proposed an approach that combined LSTM and auto-encoding techniques to 

extract the appearance features and motion features of videos. Compared with [20], the features extracted by 

this method are more accurate, efficient, and have better experimental results. 

In the previous research works on anomaly detection algorithms considered that the reduction of 

reconstruction error as an objective function of the mainstream solution (flagged as an anomalous event). 

However, there is a problem with this method, in which, the entire training process only reduced the 

reconstruction error of normal events, and there is no guarantee that anomaly detection has considerable 

error, and abnormal events may still be reconstructed. Therefore, in 2018, Wen Liu et al. proposed a video 

anomaly detection framework for future frame prediction [10]. During the training phase of their model, the 

first 𝑛 െ 1 frames of the video frame sequences are used as inputs, and the $n$th frame is considered as 

predicted. Loss function in their method was defined as the error between the predicted nth frame and the 

real nth frame. The experimental results of this method shown that, it was not reduced the reconstruction 

error as the objective function. The theoretical basis and assumption of this method was that the abnormal 

events mostly occur suddenly. When the frames belong to the normal events are used as input, the motion 

trajectory or appearance features of future frames will change and has been limited to a certain range. Once 

the error between the predicted future frame and the real future frame exceeded the given range, the video 

frame sequence is likely to be abnormal. The future frame prediction scheme successfully overcomes the 

problems of previous reconstruction-based methods. Furthermore, there is another improvement measure. 

For example, in 2019, Dong Gong proposed a deep automatic coding anomaly detection algorithm for 

memory storage aggregation [22], which proposed that due to the excellent representation ability of neural 

networks, the reconstruction error of abnormal events is not always greater than the threshold. As a result, 

their article proposed to add a memory storage module to improve the fitting ability of the model and 

normal events and expanded the gap between abnormal events. Their proposed model improved the 



detection ability of anomaly events. In 2020, Hyunjong Park et al. [14] optimized on the basis of [22], 

combined with U-Net network to further limit the expressive ability of neural network, and proposed future 

frame prediction and reconstruction-based video anomaly detection algorithm. This method saved time and 

cost, and further improved the detection accuracy of abnormal events. Although there are still some 

technical improvements over some other proposed models in the state-of-the-art, they are obviously not 

reasonable improvements in terms of theoretical and experimental results. An article published at the 

CVPR conference [23] in 2021 proposed the use of multi-task learning and pseudo-label generation to solve 

the problem of uneven distribution of normal events. In another study published on CVPR [24] in 2021 

proposed a novel content-oriented lightweight attention mechanism network, which focused on the network 

training on the content of the video frame.  These two studies can be considered as novel improvements in 

video anomaly detection methods. In addition, there are some additional tricky new architectures, which 

will be described in the conclusion section of this article. 

3 Methodology  

This paper focuses on combining memory module guidance and the content-based attention mechanism to 

propose a new video anomaly detection algorithm, which is mainly based on future frame prediction. The 

COVAD method proposed in this paper first, learns the temporal and spatial features of the video and then, 

maps its features to the memory storage module and updates the records of the memory storage module. 

Finally, the decoder network is used to restore video features, and calculate the difference between the 

predicted video frame and the real video frame, and evaluate the error. However, unlike previous methods, 

this paper modifies both the encoder and decoder network, and proposes a content-oriented self-attention 

mechanism by integrating encoder/decoder network mainly analysis the video content using the features 

learned from the neural network. Figure 1 depicts the COVAD system architecture and more details about 

this system will provide in detail in the following sections. 

 
Figure 1   The Algorithm Framework: 1. Extract video features through an encoder, 2. Then input collaborative 

attention mechanism to redistribute weights, 3. Read memory module and update, 4. Restore the aggregated query 

features and memory module features to video frames, 5. Calculate the loss, backpropagate, and update parameters 



The area where abnormal events occur in a video only occupies a small part of the entire video frame, 

and therefore, most of the scenes in video frames are useless for detecting abnormal events, which we call 

in this research as the background. In video anomaly detection, it is generally accepted that stereoscopic, 

interdependent content, or objects in the video are more worthy of attention. However, most algorithms 

today are not designed with this argument in mind. Therefore, motivated by this, our paper proposes a 

novel video anomaly detection algorithm that incorporates a state-of-the-art content-oriented self-attention 

mechanism to training on the important content of video frames, rather than the providing much attention to 

the background. 

The algorithm proposed in this paper is mainly divided into three parts: the encoder, the memory storage 

module, and the decoder. 

o The encoder is used to extract the temporal and spatial features of the video, 

o The memory storage module records the behavior patterns of normal events 

o The encoder restores the extracted features as video frames. 

 

Encoder and decoder: The most popular encoder and decoder used for video processing at present is the 

U-Net symmetric network. The structure of the network is symmetrically distributed, which can effectively 

represent the process of feature extraction and feature restoration of video frames, as shown in Figure 1. 

Apart from that, due to the special aggregation mode of the U-Net network (meaningful data is appended 

when restoring features) and the up-sampling process, the motion and appearance information of the video 

can be preserved to the greatest extent. 

 

Memory storage module: This module is a sparse binary matrix, which is updated during the training 

process, and constantly fits the behavioral patterns of normal events to realize the function of memorizing 

normal behavioral patterns. The basic principle is to use a sparse binary matrix to record the video features 

in each iteration. As the number of iterations increases, the sparse matrix of the memory module fits the 

normal behavior pattern during training. 

 

In our proposed approach, model input which is the continuous video frame sequence 𝑆𝑒𝑞 ൌ

ሼ𝐼ଵ, 𝐼ଶ, 𝐼ଷ … . , 𝐼௡ሽ, 𝐼௡ ∈ 𝑅ௐ,ு of length N is divided into two parts, ሼ1, ሺ𝑛 െ 1ሻሽ frame as input; 𝑛𝑡ℎ as the label; 

The first n-1 frames are used as the input in the training process to extract features set 𝑓ூ೙షభ ∈ 𝑅
ௐ,ு,஼; C is 

the number of channel; and then read the memory  𝑀𝑒𝑚 ∈ 𝑅ெ,஼  to get the similarity index matrix 𝑉 ∈

𝑅ெ,ௐ∗ு. Then, update the memory module by V, and aggregate feature  𝑓ூ೙షభ  and 𝑀𝑒𝑚 to obtain 𝐴𝑔𝑔௙ ∈

𝑅ଶ஼,ௐ∗ு . Following that, model restores the features 𝐴𝑔𝑔௙ ∈ 𝑅ଶ஼,ௐ∗ு  to get the predicted 𝐼መ௡௧௛  frame. 

Finally, calculate the loss between the predicted 𝐼መ௡௧௛  frame and the real 𝐼௡௧௛  frame after retrieving the 

predicted value from the model. There are also some other additional loss functions applied during the 

training phase. In the following sections, we explain each module presented in Figure 1 that are used in our 

COVAD framework. 



3.1 Encoders and Decoders 

U-Net was originally designed as a CNN for image segmentation and has achieved excellent results in 

many international competitions [25,26]. Its unique structure and design philosophy inspired researchers in 

the field of computer vision, such as symmetrical ideas, up-sampling, and skip connections. The necessary 

functions of the CNN for video anomaly detection are to extract video feature frames and restore the 

feature to video frames through encoding/decoding process. The U-Net has a natural advantage that other 

network structures do not have, which is the symmetric structure of the network as shown in Figure 2. It 

consists of repeated applications of convolutions each followed by pooling at the extract feature phase and 

upsampling at the restore phase. For the upsampling, the max pooling is non-inevitable and therefore, it is 

possible to add switch variables recording the information of max pooling, such as the position of the 

maximum value. In the decode, the upsampling uses these switches to reconstruct current layer above into 

appropriate locations of next layer, preserving the structure of the stimulus [27]. 

 
Figure 2   The basic U-Net: The U-Net network is composed of convolution, pooling, upsampling, and skip connections, 

where convolution and pooling are used to extract input features, upsampling is to restore the pooled and scaled 

features, and skip connections are feature splicing, trying to use a wider range of information to help restore video 

frames 

At present, U-Net is widely used in video frame reconstruction and future frame prediction tasks. In 

addition, due to the skip connection of the U-Net network, fine-grained details can be recovered during 

prediction by extracting more video information during the decoding process. However, in the U-Net 

network structure, skip connections are not always useful specially for reconstruction tasks. This is mainly 

due to having noisy data in the previous feature set and not conducive to restore the most realistic features. 

Thus, skip connections are unrealistic to apply in this scenario. For the prediction-based video anomaly 

detection task in this paper focuses on the previous features that contains part of the information lost during 

the training process, and connecting the previous features to the current features can improve the accuracy 

of prediction [28]. The Attention in Figure 2 provides the interaction between video features and memory 

module. 



Another issue with the strong representation ability of CNN is that the inability of defining the exact 

boundary between the normal event and abnormal event [14]. The final feature extracted from the encoding 

of the training phase, which obtained from normal data might deviate from the normal pattern, or out of its 

boundaries. In the testing phase, the features extracted from abnormal data may be regarded as normal 

features, resulting misclassification. Therefore, identifying and limiting the representation ability of neural 

network model is one of the most important aspects of network structure optimization. We removed the last 

batch of normalization [29] and ReLU layers [30] in the encoder, limiting different feature representations. 

We instead add an L2 normalization layer to make the features have a common scale. 

2.2 Memory module 

This module is composed of a randomly generated sparse matrix 𝑀 ൈ  𝐶. The length and width of the 

matrix is 𝑀 , depending on the actual application scenario, usually representing the number of normal 

behaviors in the training set, or the number of videos in the training set, or the number of different camera 

positions. The length of the feature extracted by the CNN is C, which is the same as the width of Memory. 

Here, the operation of reading and updating the memory module in this paper basically follows the 

processing in [14][22]: 

 

Read: The read operation is to calculate the similarity between the query point and all the entries in the 

memory module, and find the closest entry and the second entry from the query point. The former is used to 

fit the query-worthy behavior pattern, and the latter is used to expand the class spacing, where there are two 

components of the loss function. Second, in the update operation, the weighted average of the query points 

is accumulated to the nearest entry by the L2 norm. 

 
Figure 3   The algorithm flow of the memory module, including the flow chart of reading and updating memory 



In the process of reading the memory module, first calculate the similarity between the query feature 

value and all the entries in the memory module, that is, the cosine similarity, But which is calculate by 

equation 3: 

 

𝑤௞,௠ ൌ
exp ሺ𝑝௠் 𝑞௞ሻ

∑ exp ሺ𝑝௠் 𝑞௞ሻ௠
            ሺ1ሻ 

where 𝑝௠ represents the entry in memory and 𝑞௞ represents the query point, the encoded feature of the 

input video. So, we compute the similarity 𝑤௞,௠ of the query point 𝑞௞ to the memory module 𝑝௠ as the 

weight of the memory module and read the memory module according to this weight 𝑤௞,௠. 

𝑝௞ ൌ ෍ 𝑤௞,௠ᇲ
𝑝௠ᇲ

ெ

௠ᇲୀ଴

                   ሺ2ሻ 

This paper reads all memory entries instead of the closest entry, to consider the integrity of the normal 

pattern, which is beneficial to get a more accurate model. because anomaly detection is essentially a binary 

classification problem. In the real scene, different normal patterns may coexist at the same time, and there 

is an interdependence between the normal. 

 

Update We use the probabilities in equation 1 to select all the nearest query points corresponding to each 

memory. 𝑈௠ is defined as the index set of the 𝑚𝑡ℎ memory entry corresponding to the nearest query point, 

then the update mechanism is completed by the following equation. 

𝑝௠ ൌ 𝜑൭𝑝௠ ൅ ෍ 𝑣ො௞,௠𝑞௧

௞∈௎೘

൱     ሺ3ሻ 

 

The weighted average is used here instead of $sum$, so that the query points closer to 𝑚𝑡ℎ have a 

greater impact on the update of 𝑚𝑡ℎ . The way of calculating 𝜈௞,௠  is similar to equation 1, but the 

normalization is performed in the horizontal direction. Thus, 𝜈௞,௠ can be expressed as in equation 4. After 

obtaining 𝜈௞,௠ , it should be normalized again following equation 5. 

 

𝜈௞,௠ ൌ
ୣ୶୮൫ሺ௣೘ሻ೅௤ೖ൯

∑ ୣ୶୮൫ሺ௣೘ሻ೅௤ೖ൯
಼
ೖᇲసభ

                ሺ4ሻ   

 

𝑣ො௞,௠ ൌ
𝜈௞,௠

max
௞∈௎೘

𝜈௞,௠                              ሺ5ሻ 

 
 

Since the initial memory modules are randomly generated, there is no guaranteed that the distance between 

memory entries is sufficient. Therefore, the analyses in this paper incorporate a limit to the initial value of 

the randomly generated memory module R (Equation 6) to ensure that each entry is sufficiently 

independent, where I is an identity matrix, and ||. || is the Frobenius norm of the matrix. 

𝑅 ൌ ||𝐶𝐶் െ 𝐼||ி                           (6) 



This function is used to limit initially generated memory modules to ensure that there is enough distance 

between different memory entries to distinguish them and prevent confusion. 

 

This paper proposes another explanation scheme for the above memory module mechanism. In the process 

of multiple iterations, similar query points are continuously weighted and averaged to the nearest memory 

entry. In this paper, we propose a new memory module approach in which we assume that the memory 

entry corresponds to the clustering center of each normal event and its processing method is equivalent to 

k-means clustering. In the process of exploration, our analyses incorporate clustering loss to the iterative 

process of CNN, but did not achieve good results and therefore, in future we will explore how to reduce the 

loss. 

3.3  Coordination Attention 

The attention mechanism emerged as an improvement over the encoder decoder-based neural machine 

translation systems. Since video processing applications have no limitation on the length of the input 

and output sequences and need to allocate more computing resources, encoder decoder-based attention 

mechanisms are widely used [31,32].  

 

Figure 4   Coordinate Attention 𝑪 is the number of channels; 𝑯,𝑾 represent the length and width of the current 

feature, respectively 

 

Traditional channel attention allows neural networks to learn what should be focused on during the 

learning by allowing the network to iteratively focus on the attention of its filters. These channel 

attentions generally transform the feature tensor into a single feature vector through 2D global pooling. 

General attention-based algorithms often use attention pooling to encode global spatial information, 

but compressing the spatial information into one channel interpreter loses many features and it is 

difficult to preserve the spatial information. As it is important to preserve video features during the 

long-term interactions, it is required to improve the accuracy of visual tasks. In addition, the attention 



module needs to acquire more precise spatial information, which help to capture the target of long-

term interactions. 

As channel attention mechanisms neglect positional information that helps to generate spatial 

information, we can embed coordinated attention mechanism to aggregate features along the spatial 

directions [24]. The coordinated attention mechanism consists of two steps: coordinate information 

embedding and coordinate attention generation. Figure 4 depicts the coordinate attention block that 

will be used to integrate with two steps encode channel correlations and long-term dependencies using 

precise location information. 

 

Coordinate information embedding: Channel attention is established as two 1D feature encoding 

that aggregate these features along with two spatial directions. Therefore, long-term dependent 

features can be captured along one spatial direction, and precise location information is preserved 

along with the other. Given an input X, use two pooling kernels  ሺ𝐻, 1ሻ  and ሺ1,𝑊ሻ  to encode all 

channels along with the horizontal and vertical directions. The 𝑐𝑡ℎ  channel information in the 

horizontal and vertical directions can be expressed as shown in Equation 7 and Equation 8. 

 

𝑧௖௛ሺℎሻ ൌ
1
𝑊

෍ 𝑥௖ሺℎ, 𝑖ሻ
଴ழ௜ழௐ

        ሺ7ሻ 

𝑧௖௪ሺ𝑤ሻ ൌ
1
𝐻

෍ 𝑥௖ሺ𝑗,𝑤ሻ
଴ழ௜ழு

         ሺ8ሻ 

 
 

Coordinated attention generation: 

Coordinated attention generation follows three important steps for computer vision tasks:  

o When designing the network structure, it should be designed as simple as possible and need to 

make sure that it does not utilize additional memory;  

o The network should be able to understand the relationship between different channels, which is 

the key to the attention mechanism;  

o According to the analysis and findings in this paper, the network should have the ability to 

capture the region of interest (the most important region) in the video with precise location 

information. 

Once the coordinated attention has generated features of the embedded video, the connection 

information is sent to a shared convolutional transformation function 𝐹ଵ  in Equation 9, where ሾ . ሿ 

represents a connection operation along the third spatial dimension. 

𝑓 ൌ 𝛾 ቀ𝐹ଵሺሾ𝑧௛, 𝑧௪ሿሻቁ            ሺ9ሻ 

 



The operation of splicing the weights in the 𝑤 direction and the weights in the ℎ direction into a 

weight matrix. The third spatial dimension generally refers to the dimension occupied by the channel. 

𝛾 is a activate function. 𝑓 ∈ 𝑅
಴
ೝ
ൈሺுା௪ሻ, 𝑟 is used to control the block size reduction ratio. 

Then, we divide 𝑓 into  𝑓௛ ∈ 𝑅
಴
ೝ
ൈு，𝑓௪ ∈ 𝑅

಴
ೝ
ൈௐ. There are additional convolutional transforms 𝐹௛ and 

𝐹௪ that transform 𝑓௛and 𝑓௪ respectively into tensors with the same number of channels as the input 𝑋, 

yielding. 

3.4 Model Evaluation Criteria   

This section explains the loss function of the model proposed in this paper, the evaluation algorithm for 

detection accuracy and introduce the proposed visual explanation scheme to advance the detection accuracy 

from the frame level to the pixel level. 

 

3.4.1 Loss function 

In this work we use Following three main loss functions: 

o the prediction error 𝛿௣௥௘ௗ  

o the L2 norm loss between the query point and its nearest memory entry  𝛿௙௜௧, and 

o the segmentation loss between the query point and the next closest memory entry 𝛿௦௣ 

We can also use the similarity loss for randomly generated memory entries as shown Equation \ref{R}, 

but this is not the training loss as the training loss consists of 𝛿௣௥௘ௗ , 𝛿௙௜௧ and 𝛿௦௣ and evaluated based on 

the Equation 10. However, we are not using the similarity loss to evaluate our model performances in this 

work. 

𝛿்௥௔௜௡ ൌ 𝛿௣௥௘ௗ ൅ 𝜆௙𝛿௙௜௧ ൅ 𝜆௦𝛿௦௣                                    ሺ10ሻ 

In prediction loss 𝛿௣௥௘ௗ , we minimize the L2 distance between the future frames 𝐼መ generated by the 

decoder and the true future frames 𝐼 as shown in Equation 11. 

𝛿௣௥௘ௗ ൌ෍෍ቚห𝐼መ௪ൈு െ 𝐼௪ൈுหቚ
ଶ

ு

௛

ௐ

௪

                        ሺ11ሻ  

 
The feature fit loss 𝛿௙௜௧ encourages queries to be closer to the nearest item in the memory, which is 

computed by the L2 norm between them. Following Equation 12 shows the feature fit loss 𝛿௙௜௧, where 𝑝௤೟ೖ 

is the memory entry closest to the query point 𝑞௧
௞. This loss can also be considered as the clustering error. 

𝛿௙௜௧ ൌ ෍෍ฬቚ𝑞௧
௞ െ 𝑝௤೟ೖቚฬଶ

்

௧ୀଵ

௄

௞ୀଵ

                                ሺ12ሻ 

 
 



To ensure that different memory entries still maintain a certain distance during the updating and training 

process, we introduce the term 𝛿௦௣ to prevent different memory entries from being confused during training 

by penalizing the distance between the query feature and the next closest memory entry. 

𝛿௦௣ ൌ െ෍෍ቚห𝑞௧
௞ െ 𝑝௦௘หቚ

ଶ

்

௧ୀଵ

௄

௞ୀଵ

                                           ሺ13ሻ 

 

Loss functions used in the work are mentioned in Equation 11, 12 and 13, and  results obtained from 

those functions considered together during the training phase to evaluate the performance of the model. The 

prediction loss is the most important loss function as the other two loss functions play a relatively small 

role and can be considered as secondary training loss functions. The 𝜆௙ and 𝜆௦ values used in Equation 10 

usually ranges in between 0.1 and 0.01. The best fit values to our proposed models will be explored using 

different experiments and explain in the Section 4. 

 

3.4.2 Model Evaluation 

Video anomaly detection is a classification problem, and the ROC curve (Receiver Operating Characteristic 

curve) is one of the commonly used classification evaluation metrics [33]. The ROC curve plots two 

parameters: true positive rate (TPR) and false-positive rate (FPR). True positive rate is also called as Recall, 

which indicates the probability of an actual abnormal event will predict as a abnormal event. False positive 

rate indicates the probability of a true normal event will predicts as an abnormal event [34]. TPR and FPR 

can be expressed as mentioned in Equation 14 and Equation 15, respectively. 

𝑇𝑃 is the outcome when the model correctly predicts true abnormal event; 𝐹𝑁 is the outcome when the 

model incorrectly predicts true normal event and detected as an abnormal event; 𝐹𝑃 is an outcome when 

the model incorrectly predicts true normal and detected as an abnormal event, and 𝑇𝑁  is the model 

outcome when the model predicts true normal. 

𝑇𝑃𝑅ሺ𝑅𝑒𝑐𝑎𝑙𝑙ሻ ൌ
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑁
                                     ሺ14ሻ 

𝐹𝑃𝑅 ൌ
𝐹𝑃

𝐹𝑃 ൅ 𝑇𝑁
                                                     ሺ15ሻ 

 

The area under the ROC Curve (AUC) [35,36] provides an aggregate measure of performance across all 

possible classification thresholds. The Area Under the PR curve (AUC-PR) is useful when true negatives 

are more common than true positives. The PR curve only focuses on the predictions of the positive (rare) 

class and therefore, this is a good metric for anomaly detection. The difficulty lies in predicting those rare 

truly positive events. Accuracy is directly affected by the category or class imbalance effect and as a result, 

FP outcome of the model is also affected. Hence, the ROC curve does not capture this effect. For highly 

imbalanced datasets, the PR curves are more capable of highlighting differences between model outcomes. 

Therefore, for a highly unbalanced class setting, the AUC-PR score can be considered as the best metric to 

compare different models. 

 



 4 Experimental Results 

This section explains different analyses conducted on video anomaly detection using above-mentioned 

datasets and selected hyperparameters. 

4.1 The proposed COVAD approach 

The following step-by-step process provides detailed information on how our proposed anomaly detection 

approach, called COVAD, is implemented and evaluated.  

1) As the first step, our algorithm randomly generates memory modules, and build 𝑀 ∈  𝑅௠ൈ௖ matrix 

according to the number of videos and behavioral patterns, where 𝑅 represents the Equation 6, 𝒎 is 

the number of normal behavior patterns and 𝒄  represents the number of features per channel. 

Initially, the value of 𝒎 is set to 10. 

2) Next, read the dataset and divide it into multiple consecutive 𝑇 frames. The first 𝑡 െ 1 frame assigns 

as the input to the encoder network, and use convolution and downsampling to scale up the 

extracted features to make a 32 ∗  32 ∗ 512 feature space. 

3) Following that, input the extracted features into the collaborative attention mechanism and re-

allocate weights to obtain new video features. 

4) Randomly generated memory module calculates its similarity, and updates the memory module 

according to the method explained in Section 3.2. It also aggregates the memory features and query 

features as the hyperparameters of the loss function. We conducted a set of experiments to identify 

the most suitable hyperparameter values as explained in Section 4.3. 

5) Input the obtained aggregated features into the decoder network to restore the video. 

6) Next, calculate the error between the restored video frame 𝐼መ௧ and the real 𝐼௧ frame.  

7) Use backpropagation to update the network parameters until it minimizes the error. 

8) Finally, classify the given input once the model converged to the minimum error point.  

4.2 Dataset Description 

The analyses in this work are mainly based on two different datasets: UCSD [15] and Avenue [16]. The 

UCSD dataset is a campus pedestrian dataset released by the University of California, San Diego in 2013, 

which contains two subsets called Ped1 and Ped2. The number of training videos sets used in Ped1 and 

Ped2 are 34 videos and 16 videos, respectively and this training set contains only normal frames. The test 

set contained both normal frames and exception frames and has 36 videos in Ped1 and 12 videos in Ped2. 

Frame-level annotations are provided for all test video clips and 10 of which have pixel-level ground truth. 

In this research, our analyses are mainly based on Ped2 as Ped1 was not pre-processed and it is a unlabeled 

dataset. The Avenue is a dataset released by the Chinese University of Hong Kong in 2013, which contains 

15 videos of 2 minutes each. The total number of frames is 35240 and 8478 frames from 4 videos can be 

used as the training set. These videos contain typical unusual events including running and throwing 

objects. 



4.3 Hyperparameter selection process 

We conducted several experiments to select the best values for the hyperparameter  𝜆𝑓 and 𝜆𝑠 that is used 

in Equation 13 for calculating the total loss. To verify the effectiveness of these hyperparameters with 

different values in our analysis, we used UCSD-Ped2 dataset to verify the anomaly detection accuracy 

when 𝜆𝑠 and 𝜆𝑓 parameters assign 0.02, 0.04, 0.06, 0.08, and 0.1 values separately for different iterations. 

Accuracy of the COVAD model for different experiments are shown in Table 1. The accuracy does not 

show obvious regularity, but 𝜆𝑓 has a great influence on the detection results.  

When the value of 𝜆𝑓 is 0.1, the experimental effect is relatively stable, and the detection accuracy is 

basically the highest value. Hence, in our analyses we set 𝜆𝑓=0.1. 

Table 1: The accuracy of anomaly detection under different value of hyperparameters 𝜆𝑓, 𝜆𝑠of Ped2 

 𝜆௦ 

𝜆௙ 

Value 0.02 0.04 0.06 0.08 0.1 

0.02 89.9 95.1 94.6 92.6 94.2 

0.04 92.5 95.3 94.9 90.4 88.2 

0.06 90.9 95.4 91.2 94.5 89.0 

0.08 93.1 83.2 84.6 91.2 89.3 

0.1 96.8 93.7 92.8 95.4 96.2 

 

Table 1 shows the detection results under different hyperparameter values for 𝜆𝑓 and  𝜆𝑠. The detection 

accuracy does not show a clear Gaussian distribution after fixing the value of one hyperparameter. The 

main reason behind results can be the relationship between three different nonlinear loss functions in 

Equation 13 or the insufficient training data.  

Based on the results in Table 1, the two highest accuracy(average) are 96.8 and 96.2 are obtained when  

𝜆𝑓=0.1 and 𝜆𝑠 =0.1 or 0.02. Hence, we set both these hyperparameter values to 0.1 and previous works also 

proven that these hyperparameters exhibited better performances [14]. 

4.4 Effectiveness of the attention mechanism in video anomaly detection 

In this section, we analyze the outcome of the COVAD model to explore whether the attention 

mechanism improves the accuracy of video anomaly detection. To verify this, we randomly selected an 

image (Figure 5(a)) from the Avenue dataset and extracted its features before and after adding coordinated 

attention using our COVAD model and MNAD [14] model. The comparison process has been done using the 

following steps. 

1. MNAD and COVAD networks are trained separately. The MNAD network is implemented 

without using the attention mechanism, and the COVAD is implemented using coordinated 

attention. 

2. Selected a video frame randomly and then, input it into the above-mentioned two trained networks. 



3. Generated the feature map for the encoder and observed difference between outputs of two 

networks. 

 

Figure 5. The a is 𝒂 frame in the video, 𝒃 is the feature map generated without a coordinated attention mechanism, 

and 𝒄 is the feature map generated by the coordinated attention mechanism. 

 

Figure 5 depicts how the weight redistribution of the coordinated self-attention mechanism helps the 

neural network to focus on meaningful targets having the effect of anti-noise, and how it helps to improve 

the detection efficiency. Figure 5(b) clearly indicates that without the coordinated attention mechanism the 

upper part of the video frame is relatively dark. As a result, after reading this video frame, the RGB value 

of this area gets relatively large and hence, this will affect on the neural network training and model 

performances. Since this dark area (in this research we refer this as dark area as background) is not 

important in the classification, training the neural network model using this types of frames are the best 

practice and it consume lots of resources when the model gets larger. Once we apply the trained 

coordinated attention, we can clearly observe that the object distribution in Figure 5(a) is more visible on 

the feature map shown Figure 5(c) compared with the feature map shown in Figure 5(b) based on its 

contrast and dark colors. This indicates that network parameters used in our paper are more reasonable and 

help to obtain more effective features and more realistic video frames. 

 

 

 



4.5   Testing environment and model performances 

The testing environment is Tesla V100 Volta P100 GPU Accelerator with a 32GB Graphics Card and 

few models are executed at the Google Colab. Since we tested a large number of hyperparameters, the part 

of the validation experiments was run in Colab.  

Compared with previous networks, proposed network in this paper has good time efficiency when running 

tests. During the training phase, it costs 14 hours for Avenu dataset and 8 hours for Ped2 dataset on V100. 

During the testing, the COVAD model process 28 frames per second under P100. 

Table 2  Quantitative comparison of the frame-level AUC-PR results of our COVAD method with the state-of-the-

art models.  

Method UCSD(Ped2) Avenue  Techniques 

AMDN [37] 90.8%  DFF+SVM 

Unmasking [38] 82.2% 80.6 Unmask 

StackRNN [9] 92.2% 81.7 TSC+sRNN 

MemAE [22] 91.7% 81.0 Memory module 

MNAD [14] 94.2% 80.6% U-net 

COVAD 96.5% 83.4% CA 

 

Table 2 shows the quantitative comparison results of our COVAD method and the state-of-the-art 

methods on frame-level AUC-PR results. Previous research on detecting anomalies in video frames [39,40] 

focus on the content of the abnormal and the variant of represent learning. Admittedly, these papers have 

achieved good results, but no breakthrough in the proposed core technology 

Based on the results in Table 2, the COVAD method can effectively improve the accuracy of anomaly 

detection compared to other baseline models. We can find that the COVAD method obtained the highest 

AUC value for both UCSD-Ped2 and Avenue datasets.  

Another most important finding in this work is on the reduction model convergence time, which is mainly 

due to the integration of the attention mechanisms in our COVAD approach. Since the self-attention 

mechanism is lightweight and mobile-level, it does not take a lot of time for training and testing. Therefore, 

compared with previous methods, our method has less convergence time. 

4.6   Model comparison using ROC Curve 

Based on the results in Table 2, the highest performance of the models exhibited by the UCSD-Ped2 

dataset. Therefore, in order to analyse the detailed measure of the classifiers we generated the ROC curve 

as depicted in Figure 6 for COVAD and MNAD algorithms.  

 



 
Figure 6   The ROC Curve of Ped2 under the COVAD and MNAD; Red color represents the COVAD model and 

green color represents the MNAD model 

In Figure 6, the horizontal axis represents false positive rate, the vertical axis represents true positive rate, 

and the purple dotted line represents random cases in which the probability of the result being false positive 

and true positive is 50% each. The red solid line represents the COVAD algorithm under different 

thresholds and the prediction accuracy of the green solid line represents the MNAD algorithm. The area 

under the solid line represents the AUC and the higher the AUC, the better the performance of the model at 

distinguishing between the positive and negative classes. Based on the results in Table 2, the highest 

performance of the models exhibited by the UCSD-Ped2 dataset. In order to analyze the detailed measure 

of the classifiers we generated the ROC curve as depicted in Figure 6 for COVAD and MNAD algorithms. 

From the Figure 6, it can be concluded that the MNAD classifier is able to detect more number of positives 

and True negatives than False negatives and False positives. Hence, the prediction result of the COVAD 

algorithm is better than that of the MNAD algorithm. 

4.7   A Visual Test 

To build a visual exception explanation, we propose a visual anomaly test to detect video anomalies in a 

sample video. First, the error between the predicted video frame and the real video frame is calculated to 

obtain the error feature map, and then the real video frame is detected by the target detector to obtain each 

target frame. Next, calculate the average error within each target box and through multiple tests, a 

reasonable threshold is set that determines which target boxes are abnormal areas and should be marked in 

red. 



 
Figure 7   The visual testing. a is the feather loss map which computed by the pixel error between predicted frame and 

real frame; b is result from the object detection; we obtain c by matching a and b.   

 

Figure 7 is our experimental result. In the specific implementation process, the feature error map is 

calculated by the feature subtraction of the restored video frame and the directly read real video frame. The 

object detector is implemented by Retina-net single-stage object detector, and the network used is resnet50, 

and the performance is sufficient. The white bright spots in Figure 7.a represent areas with large errors, 

black represent areas with small errors. The object detector is only responsible for object detection, we 

detect the truth future frame by Retina-net single-stage object detector, and 7.b is the result of the object 

detector. In 7.b, each blue box represents a target, which is usually the subject where the anomaly occurred. 

Abnormal judgment is obtained by calculating the object frame mean error of future frame. The abnormal 

area is obtained by matching the target boxes of both 7.a and 7.b, as shown 7.c. Therefore, we can conclude 

that the pixel error of the abnormal occurrence area is larger than that of other areas. Thanks to this process, 

even unsupervised learning models can provide a visual interpretation of video anomaly detection. 

6 Conclusion and Future work 

With the improvement of computer hardware and network bandwidth, video will definitely become the 

main medium for transmitting information in the future and this is one main reason to attract many 

researchers towards computer vision. In this paper our main focus is to detect anomalies in surveillance 

videos that are deployed in different locations, such as highways, schools, prisons, etc. The manual 

inspection of video anomaly detection in real time is not very efficient due to the discontinuity of human 

eye monitoring over the time. The algorithm proposed in this paper incorporates a coordinated self-

attention mechanism to help the neural network to focus on meaningful objects during training by ignoring 

the background in the video. Based on the experimental results, our proposed algorithm can avoid the 

detection efficiency of unimportant background noise, that is, the algorithm in this paper has a strong anti-



noise ability. Many unsupervised video anomaly detection approaches proposed in the literature have used 

frame-level objective function as the training loss function, and then detect the abnormal area through the 

splicing Object detection algorithm. This approach seems to achieve pixel-level video anomaly detection, 

but this is difficult to achieve in the actual deployment process. Compared with video anomaly detection, 

the network structure of video Object detection is more complex, and it is difficult to establish a joint 

algorithm framework to connect the two neural networks. Therefore, the best solution is to establish an 

anomaly detection mechanism centered on Object and Behaviors and therefore, our objective it to fill this 

gap in the literature. We proposed COVAD, a model to detect video anomalies and achieved better 

performance compared to many baseline models.  

The direct detection of abnormal regions in the real-time video is one of our ultimate goals related to this 

reach. In future, we aim to implement an unsupervised video anomaly detection network that can be jointly 

trained with the pixel-level object detection network. The purpose of detecting video anomalies is to solve 

the issues that occur in real-time, that is, to eliminate disasters that have not yet occurred. Therefore, the 

response mechanism in the actual deployment stage is also worthy of our consideration in future. 

. 
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