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Abstract—In this paper we propose a connectivity index that
allows each node to estimate how well it is connected to the rest
of the network. We use this index to select the supernodes (SNs)
that create a P2P overlay over ad hoc network. We show that
applying this index to select the SNs, despite its simplicity, leads
to a high robustness in the overlay network and decrease the
overlay disconnection probability. We evaluate our connectivity
index via extensive simulation in ns-2 .

I. I NTRODUCTION

Deployment of P2P systems on the ad-hoc networks brings
in interesting services for local use cases and disaster rescue
scenario where there is no network infrastructure and internet
access. Among the different architectures, P2P supernode (SN)
overlay fits better to the ad-hoc network conditions. Skype
[1]is an example of supernode overlay system. In a supernode
based overlay networks, only a fraction of capable nodes
assume the role of supernode and only supernodes together
form an overlay network. All other nodes associate with one
(or more) supernode(s) and rely on the supernodes for all
distributed operation including destination lookup and their
own advertisement. In [2], it is mentioned that such hierarchy
is very important in wireless ad hoc networks to account for
the heterogeneity of nodes, scalability of the algorithm and
the impact of node mobility.

Connectivity of supernodes to the rest of the network plays
an important role in the stability of the overlay in an ad-hoc
network. Therefore, to establish an overlay, it is important to
select supernodes from a set of nodes with robust connectivity.
Unlike in wired network, wireless networks exhibit poor
stability of the topology. Due to this, link failure is much
common in such network. Any node with very few connections
to the rest of the network is thus left vulnerable. In case of
link failure, such nodes are likely to get offline from the whole
network. This problem is amplified if the node which was
segregated from the network was a supernode. This will be a
disaster in the sense that all the client nodes registered to this
particular supernode will be offline despite the fact that they
had an existent underlay connectivity to the rest of the nodes.

Quantifying connectivity of a node in a given network is
challenging. There have been work including [3], [4] and [5]
which are concerned about network connectivity. [6] studies
different existing connectivity metrices for studying connectiv-
ity properties of a network for detecting connectivity attacks.
Very similar objective is considered in [7] which studies the
Randic Connectivity Index (from which our proposed idea is

derived) of an E-R Random Graph and tries to show how
changes in network connectivity can be detected. Both of these
work deal with the quantification of network connectivity. Note
that our objective is quite different in the sense that we want
to use the proposed index in quantifying node connectivity. To
the best of our knowledge, there is not considerable work in
quantification of node connectivity.

In this paper, the objective is to define a connectivity
index for a node to estimate its connectivity stability without
having the whole network information. We move on to use
the proposed connectivity index as a criteria of supernode
selection and show how such connectivity information is
beneficial in the context of supernode selection in P2P systems
over wireless ad hoc network.

II. T HE PROPOSEDCONNECTIVITY INDEX

Our proposed connectivity index derives its idea from the
field of molecular chemistry. Randic (in 1975) proposed a so-
called “Randic Connectivity Index (CI)” as an index to express
the branching (or connectedness) of a molecular structure [8].
We intend to use the index of molecular branching into our
network (viewed as an undirected weighted graph). Important,
however, is to note that the original index is defined to
represent the connectedness of a whole graph. In contrast,
our objective is to propose an index that could quantify
connectivity in node level. Here, we intend to propose a simple
“one-valued” connectivity index of a node that could quantify
the connectivity of a node in a given network.

A. Randic Connectivity Index

For a given unweighted graphG, Randic Connectivity Index
(CI) is defined in [8] as:

χ(G) =
∑

u,v∈V (G)

1√
d(u).d(v)

(1)

whered(u) and d(v) represent the degree of vertexu and v
respectively, andV (G) represent the vertex set of the graph.

Randic Connectivity Index definition is extended for general
weighted undirected graph as follows:

χ(G) =
∑

u,v∈V (G)

wu,v√
d(u).d(v)

(2)

wherewu,v is the weight of the edge adjacent to verticesu
andv. Also, we note here that0 ≤ wu,v ≤ 1.



B. From Network-connectivity to Node-connectivity

Randic Index is the index of connectivity of the whole
network (or graph). However, we are interested in quantifying
the connectivity of a node in a given network. The common
approach taken is to quantify connectivity by limiting the view
of network to a local level (for example, number of one-
hop neighbors used as the measure of node-connectivity). Our
approach is to somehow associate a sub-graph corresponding
to each node, and find the Randic based CI of the sub-
graph. The calculated CI of the subgraph associated with a
node can be regarded as the connectivity value of the node
itself. By doing so, our proposed index intends to capture the
inherent trade-off that exists between cost and accuracy. We
demonstrate our concept with an example.

For example, we show the actual graph and the associated
sub-graphs of some vertices of the graph in Figures 1 and 2.
The criteria, used in this example is a 2-hop criteria wherein a
vertex is associated with a sub-graph such that it includes all
the nodes that are maximally 2-hops away from the vertex.

Fig. 1. Illustration of calculation of CI

Fig. 2. Illustration of calculation of CI contd..

In Figure 1, we can see the actual network graph represented

as a labeled graph with 12 vertices and 12 edges. In Figure 1,
we also see the sub-graphs corresponding to node A and node
B. We considered 2-hops for constructing a sub-graph. So, we
associate a simple rule such that each node has a sub-graph
rooted at it. Sub-graph for node E and H (with 2-hop criteria)
are shown in Figure 2.

Now after we associate a sub-graph to each node, we
calculate the CI of the sub-graph (as already illustrated). For
example, Connectivity-value of

Node A: 1.73205
Node B: 2.94338
Node E: 4.19338
Node H: 4.19338

We see roughly how this CI is correlated to the level of
branching of the graph. To illustrate this, we imagine two
nodes with their own associated sub-graphs such that they
have the same number of 2-hop neighbors but with a different
level of branching as shown in the Figure 3. If we calculate
the CI of the two sub-graphs, we find that CI of node A is
5.06538 where as CI of node B is 5.7735. Clearly, it shows
that CI favors more branched nodes which is desirable for our
purpose.

Fig. 3. Illustration of calculation of CI contd..

C. CI to account link quality

Since our index should be able to reflect the connectivity
due to link-quality also, we have to consider the link-qualities
of links in CI calculation. Link quality is considered as the
weight of the corresponding arc in a weighted graph. Packet
delivery ratio (PDR) can be considered an example for such
weights of the links.

If we limit our definition of connectivity to 2-hops, CI of
any nodev is calculated as shown in equation 3.

CI(v) =
∑

j∈2−hop neighborhood ofv

wv,j√
d(v).d(j)

(3)

Wherewv,j represents the weight of the link(v, j). Weights
are the reflections of link-quality such that it is between 0 and
1; 0 corresponding to non-existent link where as 1 represents
a link with maximum link quality.



III. S IMULATION MODEL AND PERFORMANCEMETRIC

In this section we present the simulation setup for the eval-
uation of the proposed connectivity index (CI). The simulation
have been carried out in ns-2 [9]. Our aim is to answer how
the node connectivity based supernode election affects the
robustness of the overlay network.

To evaluate the robustness of the overlay we define the
Overlay Disconnection Rate (ODR) as our performance met-
ric. Then we apply our proposed CI for selection of supern-
odes and evaluate the robustness such overlay using ODR.
Furthermore, we consider three more strategies for selection
supernodes and compare their influence with our proposed CI.
In the following we present more details about ODR and the
considered supernode selection strategies.

A. Overlay Disconnection Rate (ODR)

Overlay Disconnection Rate(ODR) is defined as the rate
at which a given overlay is disconnected, subjected to the
link/node failure. An overlay is regarded as disconnected if
one or more supernodes (along with the associated CNs)
lose an overlay connection with rest of the supernodes. Any
supernode looses its overlay connection only when there is no
underlay (physical) connection to reach its successor overlay
node. This means that the selected supernode is disconnected
physically from the network and thus lacks a reachable path
to its successor supernode. If such an overlay disconnection
occurs in ad hoc networks, the communication undergoing in
the overlay fails. A simulation based study on the criticality of
unstable connections can be seen in our technical report [10].
In our simulation model, we calculate theODR as shown in
Eq. 4.

ODR =
Number of overlay disconnections in Simulation period(ODT )

Simulation Time(T )
(4)

B. Criteria of Supernode selection

We select supernodes based on different criteria. The cri-
teria of selection of supernodes include the following criteria
metrics:

• Randomly
• Based on number of 1-hop neighbors (node degree)
• Based on number of 2-hop neighbors
• Based on 2-hop CI index (Proposed)

For a given criteria, the specified criteria metrics are calcu-
lated for each node. For the evaluation of connectivity index,
we take the overlay model as follows. For every network,
we haveN number of supernodes. For each instance of ad
hoc network,C clusters are created. The clustering admission
is based on the location of nodes. Each cluster hasN/C
serving supernodes. (Figure 4) In a given cluster, the nodes
are sorted in the descending order of the criteria metrics for
supernode selection. Then, the firstN/C nodes in the sorted
list are elected as the supernodes of the given cluster. Rest
of the nodes associate with one of these serving supernodes.
The supernodes within a cluster are cascaded randomly which
further connect to supernodes in the subsequent clusters to
form a Ring Overlay Topology.

Fig. 4. Basic SN-based overlay scheme

C. Simulation Parameters

The input parameters of our simulation are summarized in
Table I.

IV. EVALUATION SCENARIO AND RESULTS

Here, we include results of simulation for the case of150
nodes, uniformly distributed over an area of2000 X 2000sq.m
with a radio coverage of240m.

A. With link Failure model

First, we apply link failure model with failure ratep. For
each,p, we run50 simulation cycles for each of50 different
instances of such topology in an attempt to average the result
for different possible topologies that could exist with the given
setting. Then we repeat the same for other values ofp also.
The results are plotted in Figure 5 and 6.We compare our
proposed connectivity index with others.

In Fig. 5, we observe that the stability of the resulting
overlay is very poor if the SNs are selected randomly (i.e.
without considering the connectivity characteristics). The per-
formance of such overlay with random SNs is outperformed
by many fold when we make connectivity-aware overlay.The
first observation thus leads us to an understanding that if
such overlays are to be built in ad hoc networks with harsh
conditions, SN elected without considering connectivity will
result in unacceptable performance. Connectivity, in one or the
other form, has to be a criteria of SN selection.

In Fig. 6, we observe the performance for 3 different
metrics. At different link failure rates, the proposed CI has
resulted in less average ODR, all the time, as compared to
other metrics. Among the rest two,size of 2-hop neighborhood
metrics has a slightly better performance as compared tonode-
degreemetrics. The reason for the robustness of the proposed
CI is attributed to the fact that the proposed CI is capable
of reflecting the local connectedness of a node in a network
more effectively. Due to this fact, a node with higher value
of proposed CI is more connected and thus can withstand



TABLE I
SIMULATION PARAMETERS FORCONNECTIVITY INDEX

Parameters of Topology Value Description
n 150 Number of nodes
R 240 m Radio Coverage of each node
x1 × y1 2000 * 2000m2 Area in which nodes are distributed
dist Uniform Distribution of nodes in the specified area

Parameters of link/node failure model
p Probability of failure of each link/node

Statistical parameters
Cycles 50 Number of times the same instance of topol-

ogy is simulated
Instances 50 Number of graph instances that are simu-

lated.

Fig. 5. ODR versusp - Link Failure

Fig. 6. ODR versusp (Contd)- Link Failure

more number of link failures than any other node with a CI
anything less than this. Results showing the capability of the
propsoed CI to integrate both of the other two metrics into it
are discussed later and are demonstrated in Fig. 9.

The result clearly show that our proposed solution results
in less number of overlay disconnections which implies that
our connectivity index can be used to make better supernode
selection strategies for forming robust overlays.

Fig. 7. ODR versus Network Instances (Average Node Degree) forp = 0.1
-Link Failure

In Figure 7, we collect the statistics for different instances
of the network graph for the same value ofp (=0.1). Each in-
stance of the graph is represented by the average node degree,
which represents the connectedness of the resulting graph. We
also see that our CI index based supernode admission is more
effective when the network is less connected (in terms of av-
erage node degree). However, for networks with good level of
overall connectivity, the effectiveness of supernode admission
using CI decreases. This is mainly because when nodes in a
network have,in an average, larger number of neighbors, more
number of nodes will have a level of connectivity to withstand
more number of random link failures. When more nodes have
a good connectivity, even random election has a chance of
selecting good SNs, and thus more robust overlays.

B. With Node Failure Model

We apply node failure model with ratep = 0.04. We collect
statistics for different instance of the network graph (repre-
sented by the average node-degree). Figure 8 summarizes the
result. Like in link failure model, the less connected a network
graph is, the more effective is the connectivity based supernode
admission.

Now, we illustrate the property of proposed CI that results in
more robust overlay. In Fig. 9(a) and 9(b), we plot the relation



Fig. 8. ODR versus Network Instances (Average Node Degree) forp = 0.04
-Node Failure

between proposed CI and the existing connectivity criteria
metrics. The results are the averaged simulation results for the
network instances already defined in the simulation model. We
see that the proposed CI of nodes increases with increasing
node-degreemetric as well assize of 2-hop neighborhood
metrics. The proposed CI , thus, captures the property of both
existing metrics individually.

Additionally, the proposed CI has the property of integrating
both existing metrics. Refering to Fig 9(c), among the nodes
with same value ofnode degreemetric, nodes having bigger
size of 2-hop neighborhoodhave higher CI value than those
who have less number of 2-hop neighbors. Also, for the nodes
with same number of 2-hop neighbors, the nodes with larger
node-degree have, in average, higher value of CI. In general,
the proposed index is capable to reflect both connectivity
metrics: thenode-degreemetrics and thesize of 2-hop neigh-
borhood metric. In average, CI index can thus discriminate
the connectivity of two nodes that have same number of 1-
hop neighbors but different 2-hop neighbors and vice versa.

C. Complexity of Computation

Computation of node connectivity requires exchange of
messages among nodes. A node has the information about
the number of its neighbors. This is the minimum information
maintained by each node. In this scenario, we comment on the
complexity of the connectivity index.

Our 2-hop Connectivity Index (CI) requires the exchange
of the node-degree information among the neighbors of the
network. In this regard, irrespective of the size of the network,
the connectivity calculation of each node requires message
exchanges upto 2-hops. For any nodev, the CI calculation
requires nodev to obtain the information of the edges corre-
sponding to connection between nodes that are upto 2-hops
away (Refer to Eq. 3).

In sparse ad hoc networks, the Connectivity Index calcula-
tions however are greatly simplified in terms of the complexity.
The trick of the simplification lies on the fact that we view the
2-hop neighborhood of any node as a tree. Any mutual loops

(a)

(b)

(c)

Fig. 9. Property of Proposed CI - its relationship withnode degreeandsize
of 2-hop neighborhoodmetric



among 1-hop neighbors cause such nodes to reappear twice in
the 2-hop neighborhood tree. With this assumption, we see an
interesting property of proposed CI as follows.

If the two-hop neighborhood of a node is viewed as a tree,
2-hop criteria based CI (Proposed CI) of a node is equal to
the sum of 1-hop criteria based CI of its neighbors.

If we consider the graph as a tree, we can easily show this.
See our techical report [10] for proof.

This leads to a light weight implementation (in terms of
messaging) to compute the 2-hop connectivity index. For ex-
ample: Each node calculates its CI based in 1-hop connectivity
criteria. And, then it can share this information (only the sum
but not the individual information) to its one-hop neighbors.
By doing this (i.e. by receiving the sum and not the individual
component of the sum in Eq. 3 from second hop edges), it
reduces the message exchange overhead geometrically. Also,
the only messaging required is with one-hop neighbors. In any
practical networks, neighbor nodes exchange informations in
order to discover and maintain their neighbor-list and thus our
CI calculation does not require any “beyond one-hop” message
exchange. In practical network setting, this tree-assumption
can lead to a simple implementation.

We had also compared by simulation, how the tree-
assumption and the CI based on Eq. 3 differ. For the network
setting specified in the simulation model, we found that the
resulting SN selection is almost identical in most of the times.
Refer to [10] for the details.

V. CONCLUSION

In this paper we proposed a “one-valued” node connectivity
index (CI) for measuring the connectivity level of nodes in
a given wireless ad hoc network. The proposed connectivity
index was used as a criteria for selection of supernodes in the
P2P overlay over ad hoc network. Conditioned to various rates
of link-failure and node-failure, the robustness of the resulting
overlay was compared with the robustness of overlays resulting
from supernode selection based on either no connectivity
criteria or with existing criteria. The results showed that the
overlay using this criteria for selection of its supernodes is
more robust in the terms of the overlay disconnections.
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